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1 About This Document

1.1 Purpose and Scope of this Document

This document will assist customers in evaluating, testing, configuring, and enabling RAID and AHCI
functionality on platforms using the Inte/® Rapid Storage Technology software for the chipset
components as listed in the product’s Readme.txt file.

This document also describes installation procedures, Caching Acceleration techniques, other RST
features, RAID volume management such as creating, deleting, and modifying volumes, common
usage models, and any special notes necessary to enable customers to develop their RAID-
compatible products.
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2 Intel® Rapid Storage
Technology

Intel® Rapid Storage Technology (Intel® RST) provides added performance and reliability for
systems equipped with serial ATA (SATA) hard drives and/or solid state disk (SSD) drives and/or
Peripheral Components Interconnect Express Solid State Drive (PCle SSD’s) to enable an optimal PC
storage solution. It offers value-add features such as RAID, advanced Serial ATA* capabilities (for
detailed OS support, review the Release Notes for each software release). The driver also offers Non-
volatile (NV) caching for performance and application acceleration with device of MEMORY GROUP 3
or faster used as the cache memory device.

The RAID solution supports RAID level 0 (striping), RAID level 1 (mirroring), RAID level 5 (striping
with parity) and RAID level 10 (striping and mirroring). Specific platform support is dependent upon
the available SATA ports.

A configuration supporting two RAID levels can also be achieved by having two volumes in a single
RAID array that use Intel® RST. These are called matrix arrays. Typical for desktops, workstations,
and entry level servers, Intel® RST RAID solution addresses the demand for high-performance or
data-redundant platforms. OEMs are also finding it beneficial to implement this RAID capability into
mobile platforms as well.

Reference documents:

For detailed use case information on the features also refer to the below documents on CDI

- RST 13.0 Validation Use case document

- RST Pre 13.0 Validation Use case document

2.1 Overview

2.1.1 Product Release Numbering Scheme

The product release version is divided into 4 sections or numbers (AA.B.CC.DDDD, e.g.

12.0.0.1001).

Number / Section Description

AA: This section represents the major release version of the

Major Release product. It usually is usually associated with a major change

Number in features or new platform/chipset launch.

B: This section represents the minor release version of the

Minor (Maintenance) |product. If this number is non-zero, then the release is a

Release Number minor release of the AA major release version. This can
represent a maintenance release with several bug fixes or it
can align with a platform refresh as example.
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Release Build Number

CC: This section represents customer specific hot fixes. If this
Hot Fix Release number is non-zero, then the release is a customer specific
Number hot fix release to resolve a customer specific issue.

DDDD: This section represents the build number of release AA.B.CC,

Note: for production releases, the build number always
begins with the number ‘1’ (e.g. AA.B.CC.1001)

2.1.2 RAID Levels

RAID 0 (striping)

RAID 1 (mirroring)

RAID level 0 combines two to six drives so that all data is divided
into manageable blocks called strips. The strips are distributed
across the array members on which the RAID 0 volume resides.
This improves read/write performance, especially for sequential
access, by allowing adjacent data to be accessed from more than
one hard drive simultaneously. However, data stored in a RAID 0
volume is not redundant. Therefore, if one hard drive fails, all
data on the volume is lost.

The RAID 0 volume appears as a single physical hard drive with a
capacity equal to twice the size of the smaller hard drive.

The Intel® SATA AHCI/RAID controllers with Intel Rapid Storage
Technology allows up to six** drives to be combined into a single

RAID 0 array, providing additional scaling of storage performance.

**Note: the number of drives supported in a RAID 0 array is
dependent upon the chipset model. Please consult the
specification for your chipset to determine the maximum number
of drives supported in a RAID array.

RAID level 1 combines two hard drives so that all data is copied
concurrently across the array members that the RAID 1 volume
resides on. In other words, the data is mirrored across the hard
drives of the RAID 1 volume. This creates real-time redundancy
of all data on the first drive, also called a mirror. RAID 1 is
usually used in workstations and servers where data protection is
important.

The RAID 1 volume appears as a single physical hard drive with a
capacity equal to that of the smaller hard drive.
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2.1.3

RAID O

RAID 1

RAID 5

RAID 10

RAID 5 (striping with
parity)

RAID 10 (striping and
mirroring)

Typical

RAID level 5 combines three to six drives so that all data is
divided into manageable blocks called strips. RAID 5 also stores
parity, a mathematical method for recreating lost data on a single
drive, which increases fault tolerance. The data and parity are
striped across the array members. The parity is striped in a
rotating sequence across the members.

Because of the parity striping, it is possible to rebuild the data
after replacing a failed hard drive with a new drive. However, the
extra work of calculating the missing data will degrade the write
performance to the volumes. RAID 5 performs better for smaller
I/0 functions than larger sequential files.

RAID 5, when enabled with volume write-back cache with
Coalescer, will enhance write performance. This combines multiple
write requests from the host into larger more efficient requests,
resulting in full stripe writes from the cache to the RAID5 volume.
RAID 5 volume provides the capacity of (N-1) * smallest size of
the hard drives, where N >= 3 and <=4.

For example, a 3-drive RAID 5 will provide capacity twice the size
of the smallest drive. The remaining space will be used for parity
information.

RAID level 10 uses four hard drives to create a combination of
RAID levels 0 and 1. The data is striped across a two-disk array
forming a RAID 0 component. Each of the drives in the RAID 0
array is mirrored to form a RAID 1 component. This provides the
performance benefits of RAID 0 and the redundancy of RAID 1.
The RAID 10 volume appears as a single physical hard drive with a
capacity equal to two drives of the four drive configuration (the
minimum RAID 10 configuration). The space on the remaining two
drives will be used for mirroring.

*RAID 10 is currently NOT supported on RST PCIe Storage
member disks.

Usage Model for RAID Levels

This provides end-users the performance necessary for any disk-
intensive applications; these include video production and editing,
image editing, and gaming applications.

This provides end-users with data redundancy by mirroring data
between the hard drives.

This provides end-users with good performance and data
redundancy by striping data and parity across all the hard drives.
The write performance is enhanced with volume write-back cache.

This provides end-users with the benefits of RAID 0 (performance)
and RAID 1 (data mirroring).
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2.1.4 Supported Platforms for This Release

Intel® Rapid Storage Technology provides enhanced management capabilities and detailed status
information for Serial ATA AHCI and RAID subsystems. Basic support for this release is on the
following hardware components.

Note: some RST features are limited to hardware and/or OS versions and will be documented in this
guide under each feature’s requirements.

New platforms/chipsets for 14.5 (in blue)
Platform: Skylake
PCH: Sunrise Point (SPT): SPT-H and SPT-LP

Chipset: Intel® 100 Series/C230 Chipset Family SATA AHCI Controller
— Desktop SKUs: SPT-H
— Z170R
— H170R
— H110%*
— B150%*
— Q150%*
— Q170R
— Mobile SKUs: SPT-H
— HM170R
— QM170R
— CM236R (mobile workstation)
— Workstation SKUs: SPT-H (Greenlow)
— C236R

Chipset: Intel(R) 6th Generation Core Processor Family Platform I/O SATA AHCI Controller
— Mobile SKUs: SPT-LP
— Base-U*
— Premium-UR
— Premium-YR

Platform: High End Desktop

Chipset: Intel® X99 Series Chipset Family SATA AHCI Controller
— HEDT SKU:
— X99

*Denotes the Platform Supports AHCI Mode Only
RDenotes PCIe remappable SKU

Legacy Platforms/chipsets

e Chipset: Intel® Broadwell U (2+2) /Y (2+42) Premium
— Mobile Platform: Broadwell 1-Chip Premium
— SKU: Broadwell WPT - LP Premium

e Chipset: Intel® Broadwell U (2+2) /Y (2+2) Base
— Mobile Platform: Broadwell 1-Chip Base
SKU: Broadwell WPT - LP Base

e Chipset: Intel® 9 Series Chipset Family SATA AHCI/RAID Controller
— Mobile Platform: Shark Bay 2-chip / Haswell Refresh
— SKU: HM97
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e Chipset: Intel® 9 Series Chipset Family SATA AHCI/RAID Controller
— Desktop Platform: Shark Bay 2-chip/Haswell refresh
— SKU: 797, H97

e Chipset: Intel® 8 Series/C220 Chipset Family SATA AHCI/RAID Controller (Lynx Point)
— Mobile Platform: Shark Bay 1-chip
— SKU: LPT-LP Mainstream*, LPT-LP Premium
— Mobile Platform: Shark Bay 2-chip
— SKU: QM87, HM87, HM86*
— Desktop Platform: Shark Bay 2-chip
— SKU: Q87, Z87, H87, Q85*, B85*, H81*
— Workstation/Server Platform: Denlow (workstation/server)
— SKU: C226

*Denotes the Platform Supports AHCI Mode Only

2.1.5 Supported Operating Systems for This Release

Microsoft Windows* 107

Microsoft Windows* 10 x64

Microsoft Windows* 8.1#

Microsoft Windows* 8.1 x64

Microsoft Windows* 8#

Microsoft Windows* 8 x64

Microsoft Windows* 7

Microsoft Windows* 7 x64-bit Edition

Microsoft Windows* Server 2008 R2 x64#

Microsoft Windows* Server 2012 x64-bit (All Editions) #
Microsoft Windows* Server 2012 R2 x64-bit (All Editions)
Microsoft Windows* Multipoint Server 2011 x64*

#- These OS versions pass validation testing, but are not WHQL certified.

2.1.6 Supported MSFT* Performance Debug Tools

Beginning with Intel® Rapid Storage Technology 13.0, Intel® RST Driver supports the MSFT*
“Crimson” Event Tracing for Windows*(ETW) performance measurements for responsiveness. Please
see MSFT* for information on this ETW.
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3 Intel® Rapid Storage
Technology Suite

The Intel® Rapid Storage Technology Suite contains these core components:
1. Intel® Rapid Storage Technology (Intel® RST) OS runtime software package:
a. AHCI/RAID driver (and filter driver for backwards compatibility)
b. Graphical User Interface (Intel® RST UI) , optional
c. Event Monitor service (IAStorDataMgrSvc) optional; interfaces with:
i. Intel® RST UI (graphical user interface)
ii. Event Notification Tray Icon (IAStorlIcon)
iii. Windows system NT Event log
2. Intel® Rapid Storage Technology BIOS components:
a. Intel® Rapid Storage Technology RAID Option ROM (legacy support)
b. UEFI driver (with HII-compliant UI)

The following components are available for OEM manufacturing use only; NOT to be
distributed to end-users!
3. Intel® Rapid Storage Technology RAID utilities
a. Intel® RSTCLI 32/64-bit Windows/WinPE command line interface utilities (replaces RAIDCFG32/64
utilities)
b. DEVSLP Tool - command line utility for configuring DEVSLP register values
RcfgSata
i. DOS-based command line interface utility (legacy support)
ii. UEFI Shell-based command line interface utility
d. RcmpSata compliance utility
i. DOS-based Intel® RST RAID compliance check utility (legacy support)
ii. UEFI Shell-based Intel® RST RAID compliance check utility

3.1 Intel® Rapid Storage Technology Software

The Intel® RST software is the major component of the Intel® Rapid Storage Technology Suite. The
software includes the Intel® RST AHCI and RAID 32 and 64 bit drivers for supported Windows*
operating systems. The driver supports several Intel® Serial ATA AHCI/RAID controllers and will
recognize each unique device ID and sub-class code. Because of this, the driver must be installed
before the Windows operating system is installed onto a RAID volume or a single SATA hard drive
connected to the RAID controller. The driver, in conjunction with the Intel Rapid Storage Technology
option ROM, will provide boot capability for all supported RAID levels. The driver, in conjunction with
the Intel® RST UI, provides RAID volume management (create, delete, migrate, etc) within the
Windows operating system. It also displays SATA* device and RAID volume information. Included
with the software package is the RAID monitor service that monitors and reports various events of
the storage subsystem.
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3.2 Intel® Rapid Storage Technology Option ROM

The Intel® Rapid Storage Technology Option ROM is a standard Plug and Play option ROM that adds
the Int13h services and provides a pre-OS user interface for the Intel® Rapid Storage Technology
solution. The Int13h services allow a RAID volume to be used as a boot hard drive. They also detect
any faults in the RAID volume being managed by the RAID controller. The Int13h services are active
until the RAID driver takes over after the operating system is loaded.

The Intel Rapid Storage Technology option ROM expects a BIOS Boot Specification (BBS) compliant
BIOS. It exports multiple Plug and Play headers for each non-RAID hard drive or RAID volume, which
allows the boot order to be selected from the system BIOS's setup utility. When the system BIOS
detects the RAID controller, the RAID option ROM code should be executed.

The Intel Rapid Storage Technology option ROM is delivered as a single uncompressed binary image
compiled for the 16-bit real mode environment. To conserve system flash space, the integrator may
compress the image for inclusion into the BIOS. System memory is taken from conventional DOS
memory and is not returned.

3.3 Intel pre-OS RAID Configuration Utilities

The Intel RAID Configuration utility is an executable with capabilities similar to the Intel Rapid
Storage Technology option ROM. Both Legacy OROM and UEFI configuration utilities can operate in
16-bit MS-DOS* mode. It provides customers with the ability to create, delete, and manage RAID
volumes on a system within a DOS environment. For ease of use, the utility has command line
parameters that make it possible to perform these functions by using DOS scripts or shell
commands.

The RAID Configuration utilities use command line parameters. Below is a snapshot of the help text

displayed when using the -? flag. It shows the usage for all supported command line flags necessary
for creating, deleting, and managing RAID volumes.

3.3.1 RCfgSata Utility for MS-DOS* and UEFI
e Rcfgsata.exe = DOS application
e Rcfgsata.efi = UEFI application (UEFI shell required)

The command syntax for the Intel RAID Configuration utility is shown below:

rcfgsata.efi (or rcfgsata.exe) [/?] [/Y] [/Q] [/C:vol_name] [/SS:strip_size] [/L:raid_level]
[/S:vol_size] [/DS:disk_id] [/D:vol_name] [/X] [/I] [/P] [/U] [/ST] [/SP] [/V] [/RRT] [/Sync:
<Auto | Manual>] [/M:disk_port] [/EM] [/ER] [/ACCEL:vol_namel cache_vol mode] [/RA]
[/SD]

/? Displays Help Screen. Other options ignored.
/Y Suppress any user input. Used with options /C, /D, /SP & /X.

/Q  Quiet mode / No output. Should not be used with status commands.
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COMMANDS - Only one command at a time unless otherwise specified.

/C

/SS
/L
/S

/DS

/D

/X

/1

/P

/U
/SP
/ST
/v
/RRT
/Sync
/M
/EM

/ER

/ACCEL

/RA

/SD

Create a volume with the specified name. /S, /DS, /SS, & /L can be specified along with
/C.

Specify strip size in KB. Only valid with /C.
Specify RAID Level (0, 1, 10, or 5). Only valid with /C.

Specify volume size in GB or percentage if a '%' is appended. Percentage must be
between 1-100. Only valid with /C.

Selects the disks to be used in the creation of volume. List should be delimited by
spaces.

Delete Volume with specified name.

Remove all metadata from all disks. Use with /DS to delete metadata from selected
disks.

Display All Drive/Volume/Array Information. /P can be specified.

Pause display between sections. Only valid with /I or /ST.

Do not delete the partition table. Only valid with /C on RAID 1 volumes.

Marks the selected drive(s) as spare(s). Use with /DS

Display Volume/RAID/Disk Status.

Display version information

Create a recovery volume. Only valid with /C. Requires /M.

Set sync type for 'Recovery' volume. Only valid with /RRT.

Specify the port number of the Master disk for 'Recovery' volume. Only valid with /RRT.
Enable only master disk for recovery volume

Enable only recovery disk for recovery volume; /EM and /ER actions will result in change
from Continuous Update mode to On-Request.

Specify the volume to accelerate and acceleration mode
vol_namel - volume to accelerate
cache_vol - the volume to use as cache
mode - "enh" for enhanced, "max" - maximized
Removes the Disk/Volume Acceleration.

Synchronizes the data from the cache device to the Accelerated Disk/Volume.
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3.4 RSTCLI (32/64 bit) Windows Utilities

NOTE: RSTCLI Commands are CasE SenSitiVe

The Intel RSTCLI 32/64 utility is an executable. It provides OEMs with the ability to create, delete,
and manage RAID volumes on a system within a windows environment using command line
parameters that make it possible to perform these functions by using scripts or shell commands.
For use in all supported Windows OS including WinPE 32/64.

The command syntax for the Intel RSTCLI utilities is shown below:

USAGE: rstcli.exe (or rstcli64.exe)

Create Options:

Flag Name
-C --Create
-E --create-from-existing
-l --level
-n --name
-S --stripe-size
-z --size
--rrt
--rrtMaster
--rrtUpdate

Create Usage:
Creates a new volume and array or creates a new volume on an existing array.
--create --level x [--size y] [--stripe-size z] --name string [--create-from-existing diskId] diskId

{[diskId]}

Create Examples:

-C -1 1 -n Volume 0-1-0-0 0-2-0-0 (format of the disk ID is "0-SATA_Port-0-0” where the
second digit from the left represents the SATA port on the platform where the disk is located,; thus
0-1-0-0 represents SATA port # 1)

--create -1 0 -z 5 --name RAIDOVolume 0-3-0-0 0-4-0-0 0-5-0-0

-C -l 1 -E 0-1-0-0 -n VolumeWithData 0-2-0-0

-C --rrt -n RRTVolume 0-1-0-0 0-2-0-0 --rrtMaster 0-1-0-0

-C --rrt -n RRTVolume 0-1-0-0 0-2-0-0 --rrtUpdate Continuous

--create --help

Information Options:

Flag | Name
-I --information
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-a --array
-C --controller
-d --disk

-V --volume

Information Usage:
Displays disk, volume, array, and controller information.
--information --controller|--array|--disk|--volume {[device]}

Information Examples:

-I -v Volume

-1 -d 0-5-0-0

--information --array Array_0000
--information --help

Manage Options:

Flag | Name

-M --manage

-X --cancel-verify

-D --delete

-p --verify-repair

-f --normal-volume

-F --normal

-i --initialize

-L --locate

-T --delete-metadata

-Z --delete-all-metadata**
-N --not-spare

-P --volume-cache-policy
-R --rebuild

-S --spare

-t --target

-U --verify

-W --write-cache

**WARNING: Using this command deletes the metadata on ALL disks in the system.
There is no option to select individual disks with this command and there is
no warning prior to the command initiating and completing. To delete
metadata on individual disks use the -D (--delete) command with either
“volume_name” or “diskID".

Manage Usage:

Manages arrays, volumes and disks present in the storage system.
--manage --cancel-verify volumeName

--manage --delete volumeName

--manage --verify-repair volumeName

--manage --normal-volume volumeName

--manage --normal diskId

--manage --initialize volumeName
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--manage --locate diskId

--manage --delete-metadata diskld (deletes the metadata only on disks that are in a non-Normal
state e.g. offline or unknown)

--manage --delete-all-metadata

--manage --not-spare diskId

--manage --volume-cache-policy off|wb --volume volumeName

--manage --rebuild volumeName --target diskId

--manage --spare diskld

--manage --verify volumeName

--manage --write-cache true|false --array arrayName

Manage Examples:

--manage --spare 0-3-0-0

-M -D VolumeDelete

-M --normal 0-2-0-0

--manage -w true -array Array_0000
-M -U VolumeVerify

-M -Z

--manage --help

Modify Options:

Flag | Name

-m --modify

-A --Add

-X --expand

-l --level

-n --name

-S --stripe-size
-V --volume

Modify Usage:

Modifies an existing volume or array.

--modify --volume VolumeName --add diskld {[diskId]}

--modify --volume VolumeName --expand

--modify --volume VolumeName --level L [--add diskId {[diskId]} [--stripe-size s] [--name N]
--modify --volume VolumeName --name n

Modify Examples:

-m -v Volume_0000 -A 0-3-0-0 0-4-0-0
-m --volume ModifyVolume --level 5
--modify -v Volume -n RenameVolume
--modify --help

Accelerate Options:

Flag | Name
--accelerate
--createCache
--setAccelConfig
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--disassociate
--reset-to-available
--accel-info
--loadCache

--stats

Accelerate Usage:

Accelerates a given disk or volume with the specified SSD disk.

--accelerate --createCache|--setAccelConfig|--disassociate|--reset-to-available|--accel-info

--accelerate --createCache --SSD <diskId> --cache-size X [where 16 < X < 64]

--accelerate --setAccelConfig --disk-to-accel <diskIld> | --volume-to-accel <volume name> --
mode [enhanced | maximized | off]

--accelerate --disassociate --cache-volume <volume name>

--accelerate --reset-to-available --cache-volume <volume name>

--accelerate --accel-info

--accelerate --loadCache <files or directory> --recurse

--accelerate --stats

Accelerate Examples:

--accelerate --createCache --SSD 0-3-0-0 --cache-size X [where 16 < X < 64]
--accelerate --setAccelConfig --disk-to-accel 0-5-0-0 --mode enhanced
--accelerate --setAccelConfig --volume-to-accel MyVolume --mode maximized
--accelerate --disassociate --cache-volume Cache_Volume

--accelerate --reset-to-available --cache-volume Cache_Volume

--accelerate --accel-info

--accelerate --loadCache C:\Windows\*.* --recurse

--accelerate --stats

--accelerate --help

OPTIONS:

-A <<host>-<bus>-<target>-<lun>>, --add <<host>-<bus>-<target>-<lun>>
Adds new disks to an existing volume.

-a, --array
Lists information about the arrays in the storage system.

--accel-info
Lists information about Accelerate settings.

--accelerate
Accelerates a given disk or volume with the specified SSD disk.

-C, --create
Creates a new volume and array or creates a new volume on an existing array.

-c, --controller
Lists information about the controllers in the storage system.

--cache-size <MIN or MAX>

Sets a size in gigabytes for the cache memory. This is an optional switch. If the size is not
specified, the complete size of the SSD will be used for acceleration.
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--cache-volume <Volume name>
Specifies a name for the volume used as cache.

--createCache
Creates the cache.

-D <Volume name>, --delete <Volume name>
Deletes the specified volume.

-d, --disk
Lists information about the disks in the storage system.

--disassociate
Disassociates the Cache volume from acceleration

--disk-to-accel <<host>-<bus>-<target>-<lun>>
Specifies a disk if accelerating a pass-through disk.

--dynamic-storage-accelerator <true or false>
Enables/disables dynamic storage accelerator; using ‘true’ enables, ‘false’ disables.

-E <<host>-<bus>-<target>-<lun>>, --create-from-existing <<host>-<bus>-<target>-<lun>>
Identifies the disk if data is to be migrated from one of the disks. Disk identifier is SCSI address.

-F <<host>-<bus>-<target>-<lun>>, --normal <<host>-<bus>-<target>-<lun>>
Resets failed or SMART event disk to normal.

-f <Volume name>, --normal-volume <Volume name>
Resets failed RAID 0 volume to normal and recovers data.

-h, --help

Displays help documentation for command line utility modes, options, usage, examples, and
return codes. When used with a mode switch (create, information, mange, modify, or accelerate),
instructions for that mode display. For example, --create --help displays Create option help.

-I, --information
Displays disk, volume, array, and controller information.

-i <Volume name>, --initialize <Volume name>
Initializes the redundant data on a RAID 1, 5 or 10 volume.

-L <<host>-<bus>-<target>-<lun>>, --locate <<host>-<bus>-<target>-<lun>>
Locates device and blinks the LED.

-1 <0,1,5, 10>, --level <0, 1, 5, 10>
Changes the Raid type of an existing volume. Options are migrations from RAID 1 to RAID 0 or
5, RAID 0 to RAID 5, and RAID 10 to RAID 5.

--loadCache C:\Windows\*.* --recurse
Used to pre-load files into the cache

-M, --manage
Manages arrays, volumes and disks present in the storage system.

-m, --modify
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Modifies an existing volume or array.

--mode <Enhanced or Maximized mode>
Specifies Accelerate mode as Enhanced or Maximized.

-N <<host>-<bus>-<target>-<lun>>, --not-spare <<host>-<bus>-<target>-<lun>>
Resets a spare disk to available.

-n <Volume name>, --name <Volume name>
Specifies a name for the volume created. Renames an existing volume in Modify mode.

-P <Volume name>, --volume-cache-policy <Volume name>
Sets volume cache policy to either off or wb.

-p <Volume name>, --verify-repair <Volume name>
Verifies and repairs the volume.

-q, --quiet
Suppresses output for create, modify, and manage modes. Not valid on info mode.

-R <Volume name>, --rebuild <Volume name>
Rebuilds the degraded volume.

-r, --rescan
Forces the system to rescan for hardware changes.

--reset-to-available
Resets the cache volume to available.

--rrt
Creates a recovery volume using Intel(R) Rapid Recovery Technology (RRT).

--rrtMaster <<host>-<bus>-<target>-<lun>>
Optionally creates a recovery volume that allows you to select a specific disk as the master disk.
Default is the first disk in the disk list.

--rrtUpdate <Continuous or OnRequest Update>
Specifies a data update setting when creating a recovery volume as Continuous or OnRequest.
Default is Continuous.

-S <<host>-<bus>-<target>-<lun>>, --spare <<host>-<bus>-<target>-<lun>>
Marks a disk as a spare.

--SSD <<host>-<bus>-<target>-<lun>>
Specifies SSD disk that will be used as cache. If another SSD is being used as cache, then that
volume needs to be deleted to use a new SSD disk.

-s <size in KB>, --stripe-size <size in KB>
Sets a stripe size in kilobytes (2710 bytes) for a volume. Valid when creating or changing the
type of a volume and for RAID 0, RAID 5 and RAID 10. Options are 4, 8, 16, 32, 64 and 128 KB.

--setAccelConfig
Sets the config for accelerating a volume or disk.

--stats
Indicates percentage of cache usage.
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-T <<host>-<bus>-<target>-<lun>>, --delete-metadata <<host>-<bus>- <target>-<lun>>
Deletes the metadata from the specified disk. (deletes the metadata only on disks that are in a
non-Normal state e.g. offline or unknown)

-t <<host>-<bus>-<target>-<lun>>, --target <<host>-<bus>-<target>-<lun>>
Indicates the pass-through disk to be used for rebuilding a degraded volume.

-U <Volume name>, --verify <Volume name>
Verifies data on the volume.

-u <password>, --unlock <password>
Unlocks a disk.

-V, --version
Displays version information.

-v, --volume
Lists information about the volumes on the system. Stipulates the volume to act on when used
in Modify or Manage mode.

--volume-to-accel <Volume name>
Specifies a name of the volume to be accelerated.

-w <true or false>, --write-cache <true or false>
Enables or disables write cache for all disks that are part of an array.

-X, --expand
Expands a volume to consume all available space in an array.

-X <Volume name>, --cancel-verify <Volume name>
Cancels a verify operation in progress.

-z <size in GB>, --size <size in GB>
Sets a size in gigabytes. This is an optional switch. If the size is not specified or specified to 0,
then the maximum size available will be used.

-Z --delete-all-metadata

Deletes the metadata on all disks in the system without any warning prior to initiating and
completing the action.

RETURN CODES:

0, Success
Request completed successfully.

1, Request Failed
Request is formatted correctly but failed to execute.

2, Invalid Request
Unrecognized command, request was formatted incorrectly.

3, Invalid Device
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Request not formatted correctly, device passed in does not exist.

4, Request Unsupported
Request is not supported with the current configuration.

5, Device State Invalid
Request is not supported with the current device state.

20, Invalid Stripe Size
Stripe size is not supported.

21, Invalid Name
Volume name is too long, has invalid characters, or already exists.
Volume name cannot exceed 16 English characters.

22, Invalid Size
Size requested is invalid.

23, Invalid Number Disks
Number of disks requested is invalid.

24, Invalid RAID Level
RAID level requested is invalid.

3.5 UEFI System BIOS and the Intel® RST
UEFI/RAID Package

Beginning with the Intel® RST 11.5 Release version, the product provides a native UEFI driver for
OEMs and their BIOS vendors to integrate into their RAID-enabled platforms (Not required for AHCI
mode platforms).

3.5.1 Specification References

This document is not intended to be a go-to document for the UEFI specification. The specification
is owned by the UEFI working group and detailed information regarding UEFI can be found in
documents published by that organization. The Intel® RST UEFI driver implementation conforms to
the UEFI specification and is in compliance with version 2.3.1.

Table 3-1: UEFI Specifications and Location

Specification Location

UEFI Specification version 2.3.1 (http://www.uefi.org/specsandtesttools)

UEFI Platform Initialization Specification version 1.2 | (http://www.uefi.org/specsandtesttools)

UEFI Shell Specification version 2.0 (http://www.uefi.org/specsandtesttools )
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3.5.2 What Intel® RST Provides to OEMs/BIOS Vendors

3.5.2.1 Intel® Rapid Storage Technology UEFI Driver

This is the main component of the Intel® RST pre-OS EFI solution. It is provided in three different
formats:

RaidDriver.efi (filename):
e UEFI driver that requires integration into the UEFI System BIOS by the OEM’s BIOS
vendor. This file can be placed into the OEMs’ UEFI BIOS source build where their tools
can integrate it.

RaidDriver.ffs (filename):
e The Intel® RST UEFI driver (RaidDriver.efi) is wrapped in the Firmware File System
(.ffs)
e Useful for an external tool to integrate the binary into a compiled BIOS image. Firmware
File System Details:
o Firmware File Type - EFI_FV_FILETYPE_DRIVER (0x07)
o File GUID - 90C8D394-4E04-439C-BA55-2D8CFCB414ED
o 2 Firmware File Sections
= EFI_SECTION_PE32 (0x10)
= EFI_SECTION_USER_INTERFACE (0x15)
Name “SataDriver”

RaidDriver.bin (filename):
e This is an optional format that is provided to OEMs that might want it delivered as a PCI
3.0 UEFI OROM
e Disadvantage of the UEFI OROM format is that it likely will require the BIOS to have a
Compatibility Support Module (CSM) in order to function

3.5.2.2 Intel® RST UEFI User Interface
An HII-compliant user interface is provided for the pre-boot configuration of the RAID system,
including management of Intel® Smart Response Technology. The same functionality provided in
the legacy OROM UI is available in this UI.
e The Ul is integrated within the UEFI driver binary (RaidDriver.efi, .ffs, and .bin files)
e Per the UEFI specification, we publish the UI as string and forms packages
e The Ul is accessible from within the UEFI BIOS (How the user accesses it from within the
BIOS is OEM-dependent upon implementation)
e The text string ‘Intel(R) Rapid Storage Technology’ will be displayed as the selection to enter
the UI
e Some OEMs may want to hard assign where the Intel® RST UEFI GUI will be located within
their BIOS.

¢ The Intel® RST UEFI Driver FORMSET_GUID is:
FORMSET_GUID { ©xd37bcd57, ©xabal, ©x44e6, { 0xa9, Ox2c, 0x89, 0x8b, 0x15, oOx8f,
ox2f, ox59 } }
{D37BCD57-ABA1-44e6-A92C-898B158F2F59}
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Figure 1: Example location of RST UEFI UI in a System BIOS
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3.5.2.3 Command line RAID Configuration Utility

RcfgSata.efi (filename):
e A UEFI application that requires booting to the UEFI Shell environment to run
e Same functionality and commands as have been provided by the legacy DOS version
(RcfgSata.exe) in previous releases of the Intel® RST product.
e Requires the exact same version of the RST UEFI Driver to be loaded on system in order
to function.

Figure 2: rcfgsata command line syntax

£52:111.5\1141 Beta\OROM> rcfgsata /stfj
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3.5.2.4 Command line RAID Compliance Checking Utility

RcmpSata.efi (filename):

A UEFI application that requires booting to the UEFI Shell environment to run.
Investigates if the list of UEFI required protocols by the RST UEFI Driver are present.
Also provides a list of the protocols published by the RST UEFI Driver and the
capabilities/features of the RST UEFI Driver.

Figure 3: rcfgsata command line syntax

30

:\11.5\1141 Beta\OROM> rcfgsata /st

£s52:\11.5\1141 Beta\OROM> rcmpsata > output.txtl

3.5.3

UEFI System BIOS Requirements for Platform
Compatibility with Intel® RST UEFI

This section covers what the OEM/BIOS Vendor is required to accomplish in order to ensure that the
platform is compatible the Intel® RST UEFI driver.

3.5.3.1 Required Protocols/Functions to be Provided by the UEFI

System BIOS

The Intel® RST UEFI driver requires the following protocols/functions to be provided by the BIOS:

EFI_BOOT_SERVICES:

LocateHandleBuffer
OpenProtocol
CloseProtocol
WaitForEvent
HandleProtocol
FreePool
AllocatePages
AllocatePool
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e InstallMultipleProtocollnterfaces
e UninstallMultipleProtocolInterfaces
e Stall

EFI_RUNTIME_SERVICES:
e SetVariable
e GetVariable
e GetTime

Other Protocols:

e EFI_ACPI_TABLE_PROTOCOL (or EFI_ACPI_SUPPORT_PROTOCOL (EDK117))

3.5.3.2 Optional Protocols/Functions to be Provided by the UEFI
System BIOS

If the OEM plans to use the Intel® RST HII-compliant UI, then the following protocols/functions
are required to be provided by the BIOS:

e Form Browser 2 Protocol
e Config Routing Protocol
e HII String Protocol

e HII Database Protocol

3.5.3.3 Protocols Provided by the Intel® RST UEFI Driver

The Intel® RST UEFI driver provides the following protocols:

e Driver Binding Protocol
e Component Name Protocol (English only)
e Component Name 2 Protocol (English only)
e Driver Supported EFI Version Protocol
e Device Path Protocol
e Config Access Protocol
e EFI_BLOCK_IO_PROTOCOL

o For Logical Devices
e EFI_STORAGE_SECURITY_PROTOCOL

o For Non-RAID disks that support TCG Feature Set
e EFI_EXT_SCSI_PASS_THRU_PROTOCOL:

o All SCSI commands are supported (for ATAPI devices)
e EFI_ATA_PASS_THRU_PROTOCOL:

o Non-RAID disks:

= All ATA commands are supported
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o RAID disks (only the following commands are supported):

EXECUTE DEVICE DIAGNOSTIC (0x90)
IDENTIFY DEVICE (OXEC)

IDLE (OXE3)

IDLE IMMEDIATE (OxE1)

SECURITY DISABLE PASSWORD (OxF6)
SECURITY ERASE PREPARE (0xF3)
SECURITY ERASE UNIT (OxF4)
SECURITY FREEZE (OXF5)

SECURITY SET PASSWORD (0xF1)
SECURITY UNLOCK (OxF2)

SET FEATURES (OXEF)

SMART READ DATA (0xB0 / 0xDO)
SMART READ LOG (0xBO / 0xD5)
SMART RETURN STATUS (0xBO / 0xDA)
STANDBY (0XE2)

STANDBY IMMEDIATE (OXEO)

o All disk types:

EFI_ATA_PASS_THRU_PROTOCOL_ATA_NON_DATA
EFI_ATA_PASS_THRU_PROTOCOL_PIO_DATA_IN
EFI_ATA_PASS_THRU_PROTOCOL_PIO_DATA_OUT
EFI_ATA_PASS_THRU_PROTOCOL_DEVICE_DIAGNOSTIC
EFI_ATA_PASS_THRU_PROTOCOL_UDMA_DATA_IN
EFI_ATA_PASS_THRU_PROTOCOL_UDMA_DATA_OUT
EFI_ATA_PASS_THRU_PROTOCOL_RETURN_RESPONSE

3.5.4 How-to-Enable the Platform with Intel® RST UEFI
Driver/HII_GUI

This section covers what the OEM/BIOS Vendor is required to accomplish in order to ensure that the
platform is compatible with the Intel® RST UEFI driver.

3.5.4.1 Step1: Platform UEFI BIOS

1. Ensure that the UEFI System BIOS meets UEFI Specification 2.3.1 compliance

2. The BIOS must provide the following protocols:

o EFI_Boot_Services Protocols (see section 3.5.3.1)

o EFI_Runtime_Services Protocols (see section 3.5.3.1)

o EFI_HII Protocols** (see section 3.5.3.2) *** Required for the Intel® RST UEFI UI

32
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3.5.4.2 Step2: Download and Integrate the Intel® RST UEFI Package
1. Download the latest kit from the Intel VIP (Validation Internet Portal) website. From the kit
select the efi_sata.zip file which will contain the UEFI driver binary files (RaidDriver.efi,
RaidDriver.ffs, and RaidDriver.bin)
2. Select and extract the binary file based on the planned integration method:

o RaidDriver.efi: Use this binary if planning to integrate at the time of the BIOS image build

o RaidDriver.ffs: Use this binary if planning to integrate into an already built BIOS image

o RaidDriver.bin: Use this binary if planning to integrate as legacy type OROM (CSM may also
be required)

3. Use the proper integration tools based on the binary file selected above

3.5.4.3 Step3: Verify Compliance

1. From the efi_sata.zip downloaded in step 2, extract the RCmpSata.efi file.
2. Place the file on a USB thumb drive and insert the drive into the platform

3. Boot to the UEFI Shell environment.

4. Run the RCmpSata.efi application (it's a command line utility): at the prompt type the
command:

o To print to screen: rcmpsata.efi
o To printto a file: rcmpsata.efi > comply. txt

5. Ensure all sections pass with no fails reported

3.5.5 Known Compatibility Issues with the UEFI Self
Certification Test (UEFI SCT) tool

The following UEFI 2.3.1 SCT tests will appear as FAIL in reports generated using the “Report

Generation” tool of the SCT framework. The “Report Generation” tool is the only method that

should be used to determine if tests fail. Do not determine test failing test results by viewing the

raw log files. The “Report Generation” tool will discard any test results that failed due to an invalid

system configuration.

3.5.5.1 Bootable Image Support Test\Block IO Protocol Test

EFI_BLOCK_IO_PROTOCOL.Reset - Reset() returns EFI_SUCCESS with ExtendedVerification being
TRUE
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e TestIndex: 5.7.5.1.1

e Test GUID: 61EE3A34-62A2-4214-B076-5073B177156C

e Reason: The Intel® RST UEFI driver does not support Reset - EFI_UNSUPPORTED is
returned.

EFI_BLOCK_IO_PROTOCOL.Reset - Reset() returns EFI_SUCCESS with ExtendedVerification being
FALSE
e Test Index: 5.7.5.1.2

e Test GUID: 98530F3D-8BD8-44A1-9D06-08039FDFEC63
e Reason: The Intel® RST UEFI driver does not support Reset - EFI_UNSUPPORTED is
returned.

EFI_BLOCK_IO_PROTOCOL.ReadBlocks - ReadBlocks() returns EFI_SUCCESS with valid parameter
e TestIndex: 5.7.5.2.1

e Test GUID: 9EFE26C2-C565-478A-A0B4-05A8FD2E7E3E

e Reason: Test called ReadBlocks() with a BufferSize of 0 so EFI_BAD_BUFFER_SIZE is
returned. The UEFI 2.3.1 specification states for ReadBlocks, “The size of the Buffer in
bytes. This must be a multiple of the intrinsic block size of the device.”

3.5.5.2 ATA Bus Support Test\ATA Pass-Thru Protocol Test

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath - call BuildDevicePath with NULL DevicePath.
e Test Index: 5.7.8.2.1

e Test GUID: D72E6A78-5292-4493-9040-B0445A9C1714
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath - call BuildDevicePath with invalid Port.
e Test Index: 5.7.8.2.2

e Test GUID: A42A0E01-7B80-46E4-A757-86C4EC53F4E4
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_ PASS_THRU_PROTOCOL.BuildDevicePath - call BuildDevicePath with invalid
PortMultiplierPort
e Test Index: 5.7.8.2.3

e Test GUID: 322F00C1-F6BF-41ED-AEFD-AAC48F3FA9DB
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.BuildDevicePath BuildDevicePath() with available device, device
path
e Test Index: 5.7.8.2.4

e Test GUID: 230D44B6-CE53-42B6-9BA6-3D115D492B33 should be created.
e Reason: The Intel® RST UEFI driver does not support BuildDevicePath - EFI_UNSUPPORTED
is returned

EFI_ATA_PASS_THRU_PROTOCOL.GetDevice GetDevice() with NULL device path.
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e TestIndex: 5.7.8.3.1

e Test GUID: OF2F0849-690B-48EA-8E35-64363FAA8C5C

e Reason: The Intel® RST UEFI driver does not support GetDevice - EFI_UNSUPPORTED is
returned

3.5.5.3 HII Test\HII Config Access Protocol Test

HII_CONFIG_ACCESS_PROTOCOL.RouteConfig - RouteConfig() returns EFI_NOT_FOUND if no target
was
e Test Index: 5.18.6.2.3

e Test GUID: 1F99EBC8-0253-455F-88AC-9E2BA6DCD729 found with the routing data.

e Reason: Intel® RST UEFI driver does not support RouteConfig — EFI_UNSUPPORTED is
returned. RouteConfig is not supported so that Intel® RST HII form values are only modified
by the Intel® RST driver itself.

HII_CONFIG_ACCESS_PROTOCOL.RouteConfig - RouteConfig() returns EFI_INVALID_PARAMETER
with Configuration been NULL
e Test Index: 5.18.6.2.1

e Test GUID: 495C99F3-0231-45A5-AFFA-D25C6F9A191C

e Reason: is caused by not using EFI HII Configuration Access Protocol (see section 31.4 in
UEFI 2.4 specification) in RST UEFI Driver. The RST software does not use it as it is not
necessary.

HII_CONFIG_ACCESS_PROTOCOL.RouteConfig- RouteConfig() returns EFI_SUCCESS with valid
parameters
e Test Index: 5.18.6.2.4

e Test GUID: 1A15DF85-6CC1-43F2-9B86-218BD5FDF4AQ

e Reason: is caused by not using EFI HII Configuration Access Protocol (see section 31.4 in
UEFI 2.4 specification) in RST UEFI Driver. The RST software does not use it as it is not
necessary.
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4 New in Release Version 14.x

4.1 General Overview

4.1.1

1. Download Windows10 x64 iso from official Microsoft Insider

website: https://insider.windows.com/

Upgrade driver to version 13.2.4.1000

3. Openiso and launch setup.exe to update directly from current system Windows 8.1 x64
/ Windows 8 x64

4.  Follow the Windows 10 setup steps

Windows 10 OS Upgrade Recommendations

Windows 8.1
x64

N

Windows 8 x64

(Legacy / UEFI)

1. Download Windows10 x32 / 10 x64 iso from official Microsoft Insider website:
. https://insider.windows.com/
WII16C£|I.OWS 7 x32 2. Upgrade RST driver to version 13.2.4.1000 or higher.
/x 3. Open iso and launch setup.exe to update directly from current system Windows 7 x86 /
Windows 7 x64
4. Follow the Windows10 setup steps

(Legacy / UEFI)

4.1.2 PCIe/SATA Remapping

Beginning with the Intel® RST 14.0 Release version, NVMe storage devices over the PClIe bus are
supported on the following Skylake PCH SKUs:

36

Skylake(SPT) PCH SKU PCH Family Segment

C236 (3) SPT** PCH-H Workstation
CM236 (3) SPT PCH-H Mobile Workstation
Z170 (3) SPT PCH-H Desktop

Q170 (3) SPT PCH-H Desktop

H170 (2) SPT PCH-H Desktop

HM170 (2) SPT PCH-H Mobile

QM170 (2) SPT PCH-H Mobile

Premium-U (2) SPT PCH-LP Mobile-LP
Premium-Y (2) SPT PCH-LP Mobile-LP

Note: Support for NVMe storeage devices over PCIe will not be backwards compatible (not
supported) on pre-Skylake PCH platforms.

**SPT denotes Sunrise Point PCH
(n) denotes the total number of RST PCle storage devices supported
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See Apendix D for available remapping configurations for Sklylake (SPT) PCH to meet
OEMs’ specific platform design requirements.

Skylake PCH-H HSIO Details (Lanes 15 — 26) PCIe lanes 9 - 20
PCle Controller #3 :| (Cycle Router #1) PCle Controller #4 | (Cycle Router #2) PCle Controller #5 | (Cycle Router #3)

KU 15 16 17 18 19 20 21 22 23 24 25 26
PCle/ | PCle/ pcle/ | pcle/ | pcie/ | Pcle/
HM170 | sara SATA PCle PCle SATA SATA SATA SATA N/A N/A N/A N/A
PCle/ | PCle/ pcle/ | pcle/ | pcie/ | pcles
QMI70 | gxra SATA PCle PCle SATA SATA SATA SATA N/A N/A N/A N/A
H170 Pcle/ | Ppcle/ o o pcle/ | pcie/ | pces | pales aa aa o ol
SATA SATA € € SATA SATA SATA SATA € N
Q170 PCle/ PCle/ pCle PCle PCle/ PCle/ PCle/ PCle/ PCle/ PCle/ PCle PCle
SATA SATA SATA SATA SATA SATA SATA SATA
70 PCle/ | PCle/ ol ol pcle/ | pcie/ | pcie/ | pcie/ | pcies | pcles ol ol
SATA SATA € € SATA SATA SATA SATA SATA SATA € €
c236/ | pce/ | pcles ol ol pcle/ | pcie/ | pcie/ | pcie/ | pcies | pcies | pcies | pcies
cM236 | SATA SATA € € SATA SATA SATA SATA SATA SATA SATA SATA
x4 x4 x4
x2 | x2 x2 | X2 x2 | x2
Intel RST PCle Storage Device #1 Intel RST PCle Storage Device #2 Intel RST PCle Storage Device #3
H170**, Q170, 2170, C236
HM170, QM170 >

** H170 Supports Only a Maximum of 2 Remapped PCle Devices (Controllers) of the 3 Available

Skylake PCH-H SATA/PCIe Muxing
SPT-H

HSIO 15

[y
2]
[y
~N
[y
[
[y
[
N
o
N
N
N
w
N
=y
N
(%)
N
2]

604# 310d
0T# 310d
TT#310d
ZT#310d
€T# 310d
vT#310d
ST#910d N
9T# 312d
LT#312d
8T# 310d
6T# 310d
0¢# 310d

,91euldy, 0 V1VS
91eutdly, T V1VS

x4 x4 x4
x2 X2 X2 X2 x2 x2
Intel RST PCle Storage | Intel RST PCle Storage | Intel RST PCle Storage
Device #1 Device #2 Device #3
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Skylake PCH-LP HSIO Details (Lanes 9 — 16) PCIe lanes 5 - 16

PCH-LP HSIO Detail (Lanes 9 -16) (PCle #5 -#12)

PCle Controller #2 PCle Controller #3
HSIO 9 10 11 12 13 14 15 16
Prem-U PCle PCle PCle /SATA | PCle /SATA PCle PCIE PCle /SATA | PCle /SATA
Prem-Y PCle PCle PCle /SATA | PCle / SATA PCle PCIE N/A N/A
x4 x4
X2 X2 X2 X2
Intel RST PCle Storage Device #1 Intel RST PCle Storage Device #2
U N
< Y >

Skylake PCH-LP SATA/PCIe Muxing

SPT-LP Premium-U

HSIO 9 10 11 12| 13 14 15 16! -
- - - ° bl - - - SPT-LP Premium-Y
Q Q Q Q Q Q Q Q
o o o o o o m o
= by = = = = = = HSIO 9 10 11 12 13 14
w o ~N o ©o [ = = -] -l -l ° ° -l
°© = N o o o o o o

o o o o o o

= = = = = *

v o ~N ) © s

S
>
=
z
=
L
3
2
by
x4
x2 x2 x2 x2 x2 X2 X2
Intel RST PCle Storage
Intel RST PCle Storage Device #1 Intel RST PCle Storage Device #2 Intel RST PCle Storage Device #1 Device #2

4.2 New in 14.5 Release

4.2.1 NVMe pass-through IOCTL support

The RST DRIVER provides a private API that allows user-space applications to send
and execute NVMe commands to remapped PCIE NVMe devices. This new API is based
on the new IOCTL definition to implement NVMe pass-through channel.

e Supported:

o Pass-through Disks
e Unsupported:

o RAID Volumes

o SRT Cache Devices
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4.2.2 Adaptive D3 for Connected Standby (Windows 10)

The RST DRIVER provides API that allows a user-space application to send and
execute NVMe commands. New API is based on new IOCTL definition to implement
NVMe pass-through channel.

Beginning with the release of Microsoft Windows 10, in order to enable storage
devices with rotating media on Connected Standby systems the time period of
idleness (Idle Timeout) required to remove power to the device changes depending
upon varying factors. Thus this ‘Adaptive’ mechanism uses new algorithms to balance
power savings and device wear.

Once RST enables the Adaptive Idle Timeout feature it does nothing else with respect
to the feature. Windows Storport completely handles the adaptive timeout
mechanism.

o Enable Adaptive D3 Idle Timeout for Rotating Media Storage Devices
The RST DRIVER enables the adaptive D3 idle timeout feature for SATA rotating
media.

e Hard Disk Drives (HDD)
e Hybrid Hard Drives (SSHD)
e RAID Arrays
o Enable:
= RAID Arrays with only a single RAID volume
= RAID Array must be homogeneous (e.g. all array
members must be HDDs)

o Disable:
. MATRIX RAID volumes.
. MIXED RAID volumes.

e Disable Adaptive D3 Idle Timeout for:
The RST DRIVER always disables the adaptive D3 idle timeout for:

¢ Non-Rotating Media Storage Devices
o SATA SSDs
o PCle Remapped SSDs
e ATAPI Devices
o Tape Devices
o ODDs
o ZPODDs

4.3 New for RST 14.0 Release

4.3.1 NVMe Interface Version Compliance

The RST SOLUTION adheres to the NVMe Specification.
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4.3.2 Accelerated Volume Criteria with Multiple Controllers

A volume must meet all the following criteria to be an ACCELERATED VOLUME:

Supported RAID Configurations:
¢ RAIDO, RAID1, RAID5, RAID10

HW: All its member disks must be on the PCH AHCI controller OR all its member disks must
be on the REMAPPED PClIe controllers

4.3.3 RAID volume support with multiple controllers

RAID volumes are not allowed to have both PCH AHCI member drives and REMAPPED PCle
member drives.

4.3.4 Remapped PCle Storage Device Support

A maximum of 3 REMAPPED PCle ports are allowed on the system which is SKU dependent.

4.3.5 Supported Configurations for Remapped PCle Storage Devices

For the RST PRE-OS UEFI + UEFI CONFIG UTILITY, RST WINDOWS CONFIG UTILITIES, and

RST UI, the user is allowed to utilize a REMAPPED PCle Storage Device only in the following

configurations and will prevent the user from utilizing the device in any other configuration:
1) Pass-through

2) Cache device

3) Extra space volume
4) RAID volume

5) RAID Spare

4.3.6 Non-PCH Remapped AHCI Controller Devices
The RST SOLUTION only allows non-PCH REMAPPED AHCI controller target devices on port 0
of the PCIe add-in card and will ignore any devices present on any other ports on the add-in
card.
Port 0 corresponds to Ports Implemented (PI) bit 0. If bit 0 of PI is not set, no remapped
target device shall be surfaced.

4.3.7 Remapped PCIe Spare Support - RST UI

The RST UI will display an option to select available REMAPPED PCIe SSDs and mark them
as spares.

Note: The option ROM does not support configuration of spares.
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4.3.8 Remapped PCle Spare Support — Driver

The RST DRIVER detects REMAPPED PCle SSDs marked as spares.

4.3.9 MSI-X Support

The RST DRIVER implements MSI-X vectors for PCH AHCI devices and REMAPPED PCle
SSDs.

4.3.10 RRT volume support with multiple controllers

The RST SOLUTION cannot create RRT volumes using REMAPPED PCle member drives.

4.3.11 Pass-through remapped NVMe PCle Storage Device Support

The RST SOLUTION allows the use of remapped NVMe PCle STORAGE devices.

4.3.12 NVMe Admin Security Commands Support

The RST DRIVER supports admin security commands from NVMe specification.

4.3.13 NVMe Autonomous Power State Transition (APST) Support

RST NVMe driver configures APST for NVMe device if it supports this feature. The device
supports APST if APSTA field is set to one in Identify Controller Data Structure. This data
structure contains power state descriptors with information about the number of the power
states (up to 32) supported by the device.
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5 Intel Rapid Storage
Technology for PCIe NVMe
Storage Devices

5.1 OEM System BIOS Requirements

System BIOS

System BIOS must enable remapping for the device to be
supported by RST(consult the Intel BIOS Writers
Guide/Specification for your platform)

5.2 General Requirements

Hardware

Operating
System

Supported
Devices

SATA Mode

Specificcation
Support

Only enabled on specific SKUs of the Skylake platforms (see 1st
section above in this chapter). SATA/PCIe Remapping must be
enabled on the platform. (Refer to the External Design
Specification for the respective platforms:

Doc #545659: Skylake Platform Controller Hub (SKL PCH)
External Design Specification - Volume 1 of 2

e Tables 1-2,1-3

e Chapter 3

e Chapter 25, Table 25-2

Doc #546717: Skylake H Platform Controller Hub (SKL PCH-H)
External Design Specification — Volume 1 of 2

e Tables 1-2, 1-4, 1-5, and 1-7

e Chapter 3

e Chapter 25, Table 25-3 ).

All x64 bit supported Operating Systems for this release

NVMe PCIe Devices

RAID Mode Only

Will adhere to the NVMe Specification

The driver will implement MSI-X vectors for PCH AHCI devices
and remapped PCIe SSDs
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5.3 Feature Limitations

Intel® Rapid Storage Technology for PCle NVMe Storage Devices has the following feature
limitations:
e No support for:
o Legacy AHCI DEVSLP
o RTD3
o Hot Plug
o InstantGo*
e Supports: maximum of 3 ports can be remapped using x2 or x4 lanes
e If used in a RAID volume, all member devices must be on the same bus type

5.4 PCIe NVMe Device Usage Model

Intel® Rapid Storage Technology NVMe PCle Device storage is limited to the following usages:

e As a single Pass-Thru Bootable device with PCH SATA controller in RAID mode.

e As a cache device for Intel® Smart Response Technology with the PCH SATA controller in
RAID mode.

e As a member disk in a RAID volume with the PCH SATA controller in RAID mode (all
member devices have to be on the same bus type).

e As a spare disk for a RAID volume (has to be on the same bus type as the RAID member
devices)

5.5 Intel® RST for PCIe NVMe Storage Use cases

Prerequisite:

e A remapping-enabled PCH chipset.

e The platform BIOS must implement the remapping logic and turn it on.

e The PCle Storage device must be attached to a remapable PCIe slot or PCIe M.2 connector.
o Only x2 and x4 lane support for Skylake and later platforms
o Only x1 and x2 lane support for pre-Skylake platforms that support re-mapping

e The PCle Storage device must be NVMe-controller based.

e System must be in RAID mode.

e The platform must include the Intel® Rapid Storage Technology UEFI driver*.

If any of the above conditions are not met, the PCIe NVMe SSD will not be recognized by the RST
driver.

*No Legacy OROM support

Use Cases:

Use Case Description Boot Support
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Pass-through Device:
Using NVMe PCle Storage
device as a pass-through
device

When all the prerequisites
referred above are met,
the PCle Storage device
can be used as a pass-
through device. It can be a
boot device or a data
device.

Configurations:

e Up to 3 pass-through
disks PCH SKU
dependent)

RAID

SRT Cache Device: Turn
on SRT, using NVMe PCle
Storage device to
accelerate SATA HDD,
RAID volume

When all the prerequisites
referred above are met
and all conditions to
enable SRT are met, SRT
can be turned on to use
the PCle Storage device as
the cache device to
accelerate the SATA HDD.

*Refer to section on SRT

RAID

Extra Space Volume:
Turn on SRT, using NVMe
PCle Storage device to
accelerate SATA HDD

When all the prerequisites
referred above are met
and all conditions to
enable SRT are met, SRT
can be turned on to use
the PCle Storage device as
the cache device to
accelerate the SATA HDD.
Any additional space on
the PCle device not being
used for cache can be used
disk volume.

*Refer to section on SRT

RAID

RAID Volume: Creation of
RAID volumes using NVMe
PClIe storage devices

When all the prerequisites
referred above are met the
PClIe devices can be used
to creatre RAID volumes.
Only supported RAID levels
are 0, 1, and 5. The actual
RAID level support will be
dependent upon your
platform’s specific SKU and
configuration; coinsult
your platform
documentation

RAID
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Configurations:

e 3-disk RAID volume
(RAID 0 or 5)

e 2-disk RAID volume
(RAID 0 or 1) + Spare

e 2-disk RAID volume
(RAID 0 or 1) + Single
Disk

5.6 Intel® Rapid Storage Technology UEFI
Compliance Utitlity for PCIe Storage

Beginning with Intel® RST UEFI version 13.0, the RcmpSata.efi utility includes the ability to test
Intel® RST PCle conformance for OEMs and ODMs in the UEFI shell (RcmpSata.efi)or DOS
environment (RcmpSata.exe).

*RcmpSata utility is also available in earlier releases for Legacy OROM and UEFI compliance testing in the Pre-
OS environment (see section 3.5.2.4).

With the RcmpSata.efi utility downloaded to a Fat32 formatted usb drive attached to the platform,
the following syntax can be used in the UEFI shell to download compliance data to a text file for
viewing in a text editor (where ‘#’ is the file system number of the usb drive shown when booting to
the UEFI shell):

Fs#:> rcmpsata.efi > rcmpsata.txt
You may scroll through the text file in the UEFI shell by typing the following command:
Fs#:>edit rcmpsata.txt

The final test results are displayed at the end. Test Section 16 will confirm “remap” for PCle is
enabled/disabled for debugging issues in the Pre-OS environment.
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6 Intel Rapid Storage
Technology for PCIe AHCI
Storage Devices

Beginning with the Intel® RST 13.0 Release version, PCle storage devices are supported on the
following SKUs:

PCH SKU PCH Family Segment
H97 LPT-H Refresh Desktop
Z97 LPT-H Refresh Desktop
6.1 OEM System BIOS Requirements
System BIOS System BIOS must enable remapping for the device to be
supported by RST(consult the Intel BIOS Writers Guide for your
platform)
6.2 General Requirements
Hardware Only enabled on specific SKUs of the Haswell Refresh

platforms. Remapping must be enabled on the platform. (Refer
the Product Design guide for the respective platforms).

Operating All x64 bit supported Operating Systems for this release
System

Supported AHCI PCIe Devices

Devices

SATA Mode RAID Only
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6.3 Warnings

6.3.1 Features Limitations

Intel® Rapid Storage Technology 13.1 for PCle Storage Devices will not support the following
features:
e Legacy AHCI DEVSLP
L1.2 Support for PCle devices is not supported until 13.5 release
RTD3
Hot Plug
InstantGo*

6.3.2 PCIe Device Usage Model

Intel® Rapid Storage Technology PCle Device storage is limited to the following usages:
e As a single Pass-Thru Bootable device with controller in RAID mode.
e As a cache device for Intel® Smart Response Technology with controller in RAID mode.

6.4 Intel Rapid Storage Technology for PCle Storage
Use cases

Prerequisite:
e The chipset must have the remapping hardware.
e The BIOS must implement the remapping logic and turn it on.
e The PCle Storage device must be attached to remapable PCle slot or PCle M.2 connector.
e The PCle Storage device must be AHCI-controller based.
e System must be in RAID mode.
e The system BIOS must include the Intel® Rapid Storage Technology UEFI driver*.

If any of the above conditions are not met, the PCIe SSD will not be recognized by the RST driver.

*No Legacy OROM support

Reference documents: For detailed use case information refer to RST13.0 Use case document ID
539242 published on CDI

Use Cases:

Use Case Description Boot Support

Using PCle Storage device | When all the prerequisites | RAID
as a pass-through device referred above are met,
the PCle Storage device
can be used as a pass-
through device. It can be a
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boot device or a data
device.

Turn on SRT, using PCle referred above are met RAID
Storage device to and all conditions to
accelerate SATA HDD enable SRT are met, SRT

When all the prerequisites

can be turned on to use
the PCle Storage device as
the cache device to
accelerate the SATA HDD.

*Refer to section on SRT

6.5

Intel® Customer Reference Board BIOS Settings

The following settings can be used on Intel® Customer Reference Boards (CRB) that support
remapping. Please consult with your BIOS vendor for compatible settings for Intel® RST PCle

storage.

BIOS Settings using the EDISTO BEACH FAB 4 SKU-2 SDIO WIFI card with PCIe SSD

connected

1. Enter into Bios set-up and choose the below settings:

a.

Intel Advanced Menu->PCI Subsystem Settings->Install Ext OpRom Before BIOS = "Ext
PCIe Both Storage and Other OpRom"

Intel Advanced Menu -> SA Configuration->X2APICOPTOUT = Disabled
Intel Advanced Menu -> SA Configuration-> VT-d = disabled

Intel Advanced Menu-> PCH-IO Configuration->PCI Express Configuration->PCI Express
Root Port 6->PCle Speed = Genl

Intel Advanced Menu->PCH-IO Configuration->SATA Configuration->SATA Mode
Selection = RAID

Intel Advanced Menu->PCH-IO Configuration-> SATA Configuration ->PCle Nand
Configuration = Enabled

Intel Advanced Menu->PCH-IO Configuration->PCI Express Configuration->PCIe Nand
Port Selection = Port 6

Intel Advanced Menu->PCH-IO Configuration->SATA Configuration->EFI RAID =
Enabled

Boot Maintenance Manger Menu->boot configuration Menu->CSM control = Always On

2. Restart the SUT to reflect the setting in BIOS
3. Enter into Bios and navigate to TVP Device manager-> Check for the PCIe NAND SSD
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6.6 Intel® Rapid Storage Technology UEFI
Compliance Utitlity for PCIe Storage

Beginning with Intel® RST UEFI version 13.0, the RcmpSata.efi utility includes the ability to test
Intel® RST PCle conformance for OEMs and ODMs in the UEFI shell (RcmpSata.efi)or DOS
environment (RcmpSata.exe).

*RcmpSata utility is also available in earlier releases for Legacy OROM and UEFI compliance testing in the Pre-
OS environment (see section 3.5.2.4).

With the RcmpSata.efi utility downloaded to a Fat32 formatted usb drive attached to the platform,
the following syntax can be used in the UEFI shell to download compliance data to a text file for
viewing in a text editor (where ‘#’ is the file system number of the usb drive shown when booting to
the UEFI shell):

Fs#:> rcmpsata.efi > rcmpsata.txt
You may scroll through the text file in the UEFI shell by typing the following command:
Fs#:>edit rcmpsata.txt

The final test results are displayed at the end. Test Section 16 will confirm “remap” for PCle is
enabled/disabled for debugging issues in the Pre-OS environment.

EFI Editor 0.99 rompsata.txt UNICCDE
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7 Using Dynamic Storage
Accelerator (DSA)

Note: Beginning with the Intel® RST 14.0 Release, this feature will not be enabled on
Broadwell and all newer platform platforms. The 14.0 release will continue to be enbaled
on those supported pre-Broadwell platforms.

Beginning with the Intel® RST 12.0 Release version, DSA feature is supported.

7.1.1 OEM System BIOS Vendors’ Requirements

System BIOS System BIOS must include the ACPI method GLTS (Get Dynamic
Storage Accelerator Status) implemented (consult the Intel BIOS
Writers Guide for your platform)

The default is ‘Off’; it must be set to ‘On’ to enable DSA.

7.1.2 General Requirements
Hardware Only enabled on specific SKUs of the Intel® 8 / 9 Series chipset
platforms:
o (QMS87
e HM87, HM97
e Q87
o 787,297
e (226

With Core™ branded CPUs.

Operating All supported Operating Systems for this release 131
System
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Figure 3.6.1.
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7.1.3 Configuring DSA

Beginning with RST 13.0 the default configuration setting for DSA is “Automatic”.

Settings The feature can be configured on one of two modes:

1.

Automatic (Default mode): Dynamic Storage
Accelerator is enabled and is optimizing your system’s
CPU C-state by using the Windows* Power plan setting
and the dynamic I/O activity detected on the system
when in DC mode and will go high performance gear
when in AC mode.

Manual: Dynamic Storage Accelerator is enabled and will
operate in one of three ‘gears’ that you set regardless of
the Windows power plan setting.

Automatic To set the DSA feature to automatic mode:

Open the RST UI in Windows (you must be logged in as
Administrator)

Click on the ‘Performance’ button at the top menu of
the UI

In the left navigation menu of the page, select "Dynamic
Storage Accelerator” if it is not the default.

In the main pane of the page select the ‘Automatic’ radial
button (this is the default selection when the feature is
enabled)

Manual To set the DSA feature into one of the three gear settings:

1.

2.

Open the RST UI in Windows (you must be logged in as
Administrator)

Click on the ‘Performance’ button at the top menu of
the UI

In the left navigation menu of the page, select "Dynamic
Storage Accelerator” if it is not the default

In the main pane of the page select the ‘Manual’ radial
button. Now you can select one of the following three
gears based on your system needs:

a. Power saver gear
b. Balanced gear
c. High performance gear

Disable To disable the feature and use the Windows power plan setting,
you can click the Disable link near the top of the page (Item
labeled ‘1’ in figure 3.6.1.2).
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7.1.4 Configuring DSA using Intel® RSTCLI 32/64 Windows*
Utilities
The RSTCLI 32/64 utilities support the enable or disable of DSA in the manufacturing environment.
These utilities do not support any other DSA configuration options; DSA configuration must be
performed from the RST UI Dynamic Storage Accelerator Page.
Enable Usage:
rstcli.exe --dynamic-storage-accelerator true

Disable Usage:

rstcli.exe --dynamic-storage-accelerator false
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8 How to Enable the Platform for
Intel® RST Support of BIOS
Fast Boot

Beginning with the Intel® RST 12.0 Release version, Intel® RST implements pre-OS UEFI driver and
Windows runtime driver support for the platform BIOS Fast Boot specification.

8.1.1 OEM System BIOS Vendors’ Requirements

This section covers what the OEM’s system BIOS vendor must provide in order for the Intel® RST
Fast Boot BIOS implementation to be enabled on the platform.

System BIOS The Intel® RST UEFI driver requires the following BIOS
components:

e 2KB of non-volatile UEFI variable storage with access from
runtime and as a boot service

e Access to UEFI Hand-off Block Hand-off Info Table (PHIT
HOB) to determine boot mode

o BOOT_WITH_FULL_CONFIGURATION = Fast-Boot
disabled

o BOOT_WITH_MINIMAL_CONFIGURATION = Fast-Boot
enabled

o BOOT_ON_S4 RESUME = Fast-Boot enabled

8.1.2 Supported System Configurations

This section covers the system configurations that are required for the Intel® RST BIOS Fast Boot
implementation to support the platform’s BIOS Fast Boot specification.

System BIOS SATA controller must be set to RAID mode
Any of the following configurations are supported:
HW

Configuration 1. Platform configured with a single pass-through SSD or PCle

storage device (system boot drive)

2. Platform configured with a single SSD/mSATA + 2 HHD's as
a RAID 1 (system boot drive), Accelerated with Intel®
Smart Response Technology*

3. Platform configured with a single SSD/mSATA + single HDD
(system boot drive), Accelerated with Intel® Smart
Response Technology*

Note: ATAPI devices do not affect BIOS Fast Boot specification
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*Fast Boot will not be supported on configurations where the
PCle Storage device is used as the cache disk.

Operating e Windows 8.1 64
System
e Windows 8 64

¢ Windows 7 64
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9

Creating a RAID Volume

RAID volumes can be created three different ways. The method most widely used by end-users is to
use the Intel Rapid Storage Technology UI in Windows*. The second method to create a RAID
volume is to use the Intel Rapid Storage Technology option ROM user interface (or the Intel® RST
pre-0OS UEFI HII UI). The third way, used by OEMs only, is using the pre-OS RCfgSata or Windows
(including WinPE) RSTCLI 32/64 utilities.

9.1

Using the Intel® Rapid Storage Technology UI

1. Run the Intel Rapid Storage Technology UI from the following Start menu link within Windows:

Pre-Windows* 8

Start>Programs->Intel Control Center (optional) ->Intel® Rapid Storage
Technology—~>Intel Rapid Storage Technology UI

Windows* 8 and Newer

*The UI is not added to the Start Window upon installation and must be added
manually

File Explorer->Local Disk(C)->Program Files->Intel->Intel® Rapid Storage
Technology->IAStorUI.exe (right click and pin to start)

2. Based on the available hardware and your computer's configuration, you may be able to create a
volume by selecting the ‘easy to use’ options such as ‘Protect data’ under ‘Status’, or by
selecting a volume type under ‘Create’. Based on the number of non RAID disks available to you
and the size of the disks the user will only be able to see the possible volume creation options...
(e.g. if you have only two disks ...you can only see options to create RAID 0, RAID1 and
Recovery(Intel® RRT) ; if you have three disks, you can only see options for creating RAID 0,
RAID 1, RAID5 and Recovery)

NOTE: To create a volume the user must be in admin mode and the system must be in RAID
Ready mode with two or more hard disks connected to it

3. Instructions to create a volume by selecting volume type under ‘Create’

a.

b.

After selecting the volume type to create, click on ‘Next’

Now configure the volume by providing the volume name, selecting the hard disks to
be part of the volume and strip size if applicable

NOTE: When configuring a volume, the application will only list the disks that meet
the min requirements to be part of the volume. Based on the first disk selected or
the order of selection, some disks may become grayed out if one or more
requirements are not met. Changing the order of selection generally helps re-enable
disks that were grayed out. For Ex: If the first selection is a system disk, only disks
that are of equal or greater size will be presented for selection and other remains
grayed out. For more information on disk requirements refer ‘creating a volume’
under help file in the UL.

Once the disks are selected for volume creation, the user will presented with option,

if you want preserve data on which selected disk. Click on ‘Next’ and select the
‘Create Volume'’ button.
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4. After the RAID volume is created, you will be shown a dialog box stating that the RAID volume
was successfully created and you will you will need to use Windows Disk Management or other
third-party software to create a partition within the RAID volume and format the partition. Click
OK to close this dialog box.

5. After formatting the partition, you may begin to copy files to, or install software on, the RAID
volume.

9.2 Using the Intel® Rapid Storage Technology
Legacy Option ROM User Interface

1. Upon re-boot, you will see the option ROM status message on the screen - press CTRL-I to enter
the Intel Rapid Storage Technology option ROM user interface.

2. In the Main Menu, select option #1 ‘Create RAID Volume'. Enter the name you want to use for
the RAID volume, then press Enter.

w

Select the RAID level by using the arrow keys, then press Enter.

4. Press Enter to select the disks to be used by the array that the volume will be created on. Press
Enter when done.

Ul

Select the strip size (128 KB is the default for RAID 0) by using the arrow keys, then press Enter
when done.

6. Enter the size for the RAID volume in gigabytes. The default value will be the maximum size. If
you specify a smaller size, you will be able to create a second volume in the remaining space
using the same procedure.

7. After this is done, exit the Option ROM user interface.

9.3 Using the Intel® Rapid Storage Technology UEFI
User Interface

Note: This section is OEM dependent. Where/how the OEM chooses to implement the
UEFI UI is based on OEM preference

1. Upon re-boot, launch the Intel® RST UEFI user interface (HII compliant)
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Figure 4

Aptio Setup Utility
Advanced

.......4.4.......-4.4.... 2 Yy

> Intel(R) RST 11.5.0.1404 SATA Driver This page allows you to °*
2 create a RAID volume >
s ‘ 33
s 3
3 s
3 Non-RAID Physical Dis =
* Port 0, WDC WDBOOBEVT-75ZCT2 WD-WXR1E30K... =
3 Port 1, INTEL SSDSC2MH120A2 EL0461004Gi2... =
> Port 3, WDC WDEBOOBEVT-75ZCT2 WD-WXR1E30N... = 23
s Port 4, Hitachi HTS54503289A300 07EBPCOO. .. ]
= ><: Select Screen =
2 : Select Item =
- Enter: Select =
3 +/-: Change Opt. =
2 Fl: General Help =
= F2: Discard Changes =
- F3: Setup Defaults =
= F4: Save ESC: Exit =

The UEFI UI is divided into three main sections:

1. Section 1 is the main section.
a. It displays RAID configuration and status information
b. It displays RST UEFI driver version (see arrow #4 in figure above)

c. It displays physical devices enumerated by the RST UEFI driver that are not part
of the RAID volume

2. Section 2 gives a brief description of current page of the UI

3. Section 3 gives information on how to navigate within the current page of the UEFI UI.
Note: this section is not implemented by the RST UEFI driver and is specific to
the BIOS that was used for documentation purposes.

2. In the Main Menu, select ‘Create RAID Volume’

a. Enter the name you want to use for the RAID volume, then press <Enter>.

Intel Confidential 59



Figure 5

Figure 6

60

Aptio Setup Utility - Copyright (C) 2009 American Megatrends, Inc.

L
* Create RAID Volume SEnter a unique volume >
= *name that has no >
= 3special characters and =
* RAID Level: [RAIDO (Stripe) ] *is 16 characters or *
= sless. F
3 Select Disks: > >
* Port 0, WDC WDBOOBEVT [1] = >
* Port 1, INTEL SSDSC2M [1] = >
* Port 3, WDC WDBOOBEVT [1] * T
3 Port 4, Hitachi HTS54 [1 SARAAARARAAAAARAAAAAARARAD >
= 3><: Select Screen >
3 Strip Size: [16kB] 3: Select Item o
3 Capacity (MB): 0 SEnter: Select o
X *+/-: Change Opt. 2
3 Create Volume 3F1: General Help >
= 3F2: Discard Changes =
* Select at least two disks 3F3: Setup Defaults =
3 3F4: Save ESC: Exit 8
3 3 3

b. Scroll down to ‘RAID Level” and press <Enter> to select a RAID level

Aptio Setup Utility - Copyright (C) 2009 American Megatrends,
Advanced

U

* Create RAID Volume *Select RAID Level 2
3 3 =
* Name: VolumeO 2 2
3 3 3
s 3 3
* Select Disks: = 2
* Port 0, WDC WDBOOBEVT [1 2 2
* Port 1, INTEL SSDSC2M [1 = 2
* Port 3, WDC WDBOOBEVT [1 < 23
3 Port 4, Hitachi HTS54 [1 SARRRRRAAARRRARAAARARARAAT S =
= *»<: Select Screen 2
3 Strip Size: [16kB] 3: Select Item 2
3  Capacity (MB): 0 SEntexr: Select 2
2 *+/-: Change Opt. 2
3 Create Volume 3SF1: General Help 2
2 3SF2: Discard Changes 2
* Select at least two disks *F3: Setup Defaults 2
X *F4: Save ESC: Exit 2
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Figure 8

AAAADDARAADD

Aptio Setup Utility - Copyright
Advanced

Create RAID Volume

Name :
RAID Level:

Select Disks:

Port 0, WDC WDS8OOBEVT
Port 1, INTEL SSDSC2M
Port 3, WDC WDBOOBEVT

Strip Size:
Capacity (MB):

Create Volume

VolumeO

[RAIDO (Stripe)]

[X]

[16k3]
152633

(C) 2009 American Megatrends,

®

intel

c. Scroll down to ‘Select Disks’ and at each disk that you wish to include in the RAID
volume press <space bar>

Inc.

<
3 X - to Select Disk =
3 3
3 3
3 3
3 s
s s
s s
s s
3 3
33<: Select Screen =
3: Select Item !
SEnter: Select !
*+/-: Change Opt. X
*F1: General Help g
*F2: Discard Changes 3
*F3: Setup Defaults g
*F4: Save ESC: Exit 2

d. Next scroll down to ‘Strip Size’ and press <enter> to select a Strip size
you wish to use the default strip size

Aptio Setup Utility - Copyright

Advanced

Create RAID Volume

Name:

RAID Level:

Select Disks:

Port 0, WDC WDS80OOBEVT
Port 1, INTEL SSDSC2M
Port 3, WDC WDS80OOBEVT
Port 4, Hitachi HTS554

Capacity (MB):

Create Volume

VolumeO
[RAIDO (Stripe)]

[1
[1
[X]
(X1

152633

A A AR A A A AR A AADA DA ARADD
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3Strip size help ]
3 =
3 =
3 =
3 >
3 >
3 5
3 >
3 5
3 Z 'a' 'n' 'A- 'n' 'A- 'A' 'A- .A' a .A' 'n' .A' 'n' .A' 'n' .A' 'n' .A' 'n' .A' 'n' .n' 'n' 'n' 3
3><: Select Screen 8
3: Select Item |
*Enter: Select s
*+/-: Change Opt. 3
*Fl: General Help =]
3F2: Discard Changes |
3F3: Setup Defaults |
*F4: Save ESC: Exit 8

or continue if
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e. Next scroll down to ‘Capacity (MB)’ where the maximum capacity is selected and
displayed in MB. To select a smaller capacity for the RAID volume, type in the size
in MB that you wish to use

Figure 9

Aptio Setup Utility - Copyright (C) 2009 American Megatrends, Inc.
Advanced

4.-.-.-.‘-...-.-.-‘.-.-.-.-..-.-.-.-.-..-.-.-.-..-.-.-.-.-..-.-.-.-..-.-...-..
3 Create RAID Volume SCapacity in MB ]
3 3 =
3 Name: VolumeO & 2
3 RAID Level: [RAIDO (Stripe)] = 2
3 3 s
3 Select Disks: e 2
* Port 0, WDC WDS8OOBEVT [1 = 2
* Port 1, INTEL SSDSC2M [1] 2 2
* Port 3, WDC WDS8OOBEVT X1 = 2
3 Port 4, Hitachi HTS54 [X] VI IIIIIIIIIIIIIIIIIIIINE
2 *»<: Select Screen 3
3  Strip Size: [16kB] 3: Select Item AR
& *Enter: Select g
3 *+/-: Change Opt. 2
* Create Volume *F1: General Help =i
= 3F2: Discard Changes B
x 3F3: Setup Defaults 2
= *F4: Save ESC: Exit g
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f.  Next scroll down to ‘Create Volume’ and press <Enter>
3. After this is done, exit the Intel® RST UEFI UI.

Note: The “"Create Volume” action will only be enabled if the RAID volume options
selected will result in a valid configuration.

4. Changes in HII, Beginning with Intel® RST UEFI 13.0, for PCle Devices include new labeling for
Devices and multiple controller management ability.
e Device Ids numbering scheme =

<Device Type><Controller ID>"."<Device ID>
e Example below: “PCle 1.0"

Intel (R} RST 13.1.0.2088 RAID Driver Select to
informati

Non-RAID Physical Disks:
B SATR 0.1, TOSHIBA MQO1ARFOS50 34DICO10T, 465.7GEB
[ PCTe 1.0, | 900149, 119
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9.4 Using the RAID Configuration Utilities (DOS, UEFI
Shell, and Windows)

Note: rstcli and rstcli64 can be used interchangeably below.

Run “rcfgsata.exe in DOS environment (or rcfgsata.efi from UEFI shell) or “rstcli.exe (or
rstclie4.exe)” (Windows environment) with the following command line flags to create a RAID
volume.

With PCIe Storage, the command line utilities will require a controller ID to be specified when
creating RAID volumes:

SATA SSD, HDD, SSHD Controller ID =0
PCIe AHCI SSD Controller ID = 1
PCIe NVMe SSD Controller ID = 2

The following command line will instruct the utility to create a RAID 0 volume named "OEMRAIDOQO"”
on hard drives attached to the SATA Controller (Controller #0) on Port 0 and 1 with a strip size of
128 KB and a size of 120 GB:

C:\>rcfgsata.exe (or rcfgsata.efi) /C OEMRAIDO /DS 0.0 0.1 /SS 128 /L 0 /S 120
C:\>rstcli.exe -C -1 0 -n OEMRAID 0-0-0-0 0-1-0-0 -s 128 -z 120
The following command will create a RAID volume using all of the default values. It will create a

RAID 0 volume with a strip size of 128 KB on the two hard drives in the system. The volume will be
the maximum size allowable.

C:\>rcfgsata.exe /C OEMRAIDO (requires that only two disks can be attached to the

system)

The following command line will instruct the utility to create a RAID 0 volume named “PCIeRAIDQ”

on 1 PCIe AHCI SSD (Controller #1 ) and 1 PCIe NVMe SSD (Controller #2 ) attached to the system

on remapped Port 0 and Port 2 with a strip size of 128 KB and a size of 120 GB:
C:\>rcfgsata.exe (or rcfgsata.efi) /C OEMRAIDO /DS 1.0 2.2 /SS 128 /L 0 /S 120
C:\>rstcli.exe -C -1 0 —-n OEMRAID 0-0-0-0 0-1-0-0 -s 128 -z 120

The following command line will display usage for all support command line parameters:
C:\>rcfgsata.exe (or rcfgsata.efi) /?

C:\>rstcli.exe --help

Note: Selecting the strip size is only applicable for RAID 0, RAID 5, RAID 10 levels. Strip size is
not applicable for RAID 1.
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10 Deleting a RAID Volume

RAID volumes can be deleted in three different ways. The method most widely used by end-users is
the Windows user interface utility. The second method is to use the Intel Rapid Storage Technology
Option ROM user interface. The third way, used by OEMs only, uses the RAID Configuration utility.

10.1 Using the Windows User Interface Utility

1. Run the Intel Rapid Storage Technology UI from the following Start menu link:

Start>All Programs—>Intel® Rapid Storage Technology >Intel Rapid Storage
Technology UI

2. Under ‘Status’ or ‘Manage’ Click on the volume you want to delete. The user will be presented
with the volume properties on the left.

3. Click on ‘Delete volume’
4. Review the warning message, and click ‘Yes' to delete the volume.

5. The ‘Status’ page refreshes and displays the resulting available space in the storage system
view. You can now use it to create a new volume.

10.2 Using the Option ROM User Interface

1. Upon re-boot, you will see the Intel Rapid Storage Technology option ROM status message on
the screen - press CTRL-I to enter the option ROM user interface.

2. Within this UI, select option #2 ‘Delete RAID volume’.

3. You should be presented with another screen listing the existing RAID volume.
4. Select the RAID volume you wish to delete using the up and down arrow keys.
5. Press the Delete key to delete the RAID volume

6. Press Y to confirm.

Note: Option #3 ‘Reset Hard Drives to Non-RAID' in the option ROM user interface may also be
used to delete a RAID volume. This resets one or more drives to non-RAID status, by deleting all
metadata on the hard drives. This has the affect of deleting any RAID volumes present. This function
is provided for re-setting the hard drives when there is a mismatch in RAID volume information on
the hard drives. The option #2 ‘Delete RAID Volume’ on the contrary, will allow deleting a volume at
a time, while retaining the existing RAID array metadata (for instance Matrix RAID).

10.3 Using the Intel® Rapid Storage Technology UEFI
User Interface

Note: This section is OEM dependent. Where/how the OEM chooses to implement the
UEFI UI is based on OEM preference. Use the following example for Intel CRB.
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1. Upon re-boot, enter the system BIOS and select the Intel® Rapid Storage Technology menu for
the UEFI user interface

2. In the Main Menu, go to the ‘RAID Volumes’ section, highlight the volume to be deleted and
press <Enter>

a. Select ‘Delete’, then press <Enter>.

b. At the dialogue box press <Enter> to confirm the deletion of the volume (Note: All
data on the volume will be lost!)

3. After this is done, exit the Intel® RST UEFI UI.

10.4 Using the RAID Configuration Utilities (DOS, UEFI
Shell, and Windows)

Run “rcfgsata.exe in DOS environment (or rcfgsata.efi in UEFI shell)” or “rstcli.exe/rstcli64.exe”
(Windows environment) with the following command line flag to delete a RAID volume. The
following command line will instruct the utility to delete a RAID 0 volume named "OEMRAIDOQ”

C:\>rcfgsata.exe /D OEMRAIDO
C:\>rstcli.exe --manage --delete OEMRAIDO

The following command line will display usage for all support command line parameters:

C:\>rcfgsata.exe (rcfgsata.efi) /?

C:\>rstcli.exe —--help
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11 Common RAID Setup
Procedures

11.1 Build a SATA RAID O, 1, 5 or 10 System

This is the most common setup. This configuration will have the operating system striped for RAID
0, or mirrored for RAID 1, or striped with parity for RAID 5, or mirrored and striped across two or up
to four drives for RAID 10. All RAID member drives must be from the same BUS PROTOCOL GROUP.
To prepare for this, you must have the Intel RAID driver on a floppy drive (USB). See the procedure
for creating this floppy (USB) further down in this document.

1. Assemble the system using a motherboard that supports Intel Rapid Storage Technology
and attach the drives depending on the RAID level that will be built.

2. Enter System BIOS Setup and ensure that RAID mode is enabled. This setting may be
different for each motherboard manufacturer. Consult the manufacturer’s user manual if
necessary. When done, exit Setup.

11.1.1 Using the Legacy OROM User Interface

3. Upon re-boot if your system is using a legacy OROM, you will see the Option ROM status
message on the screen - press CTRL-I to enter the Intel Rapid Storage Technology Option
ROM user interface.

4. Within this UI, select option ‘1. Create RAID Volume’. When ‘Create RAID Volume’ menu is
displayed, fill the following items:

a.

b.

Name: Enter a volume name, and press Enter to proceed to next menu item,

RAID Level: select RAID level (0, 1, 5, 10), and press Enter to proceed to next
menu item;

Disks: press Enter on ‘Select Disks’ to select the hard drives to be used for your
configuration.

Within the ‘SELECT DISKS’ window, choose the hard drives and press Enter to
return to the *‘MAIN MENU".

Strip Size: Applicable for RAID levels 0, 5, and 10 only. You may choose the
default size or another supported size in the list and press Enter to proceed to
the next item.

Capacity: The default size would be the maximum allowable size summation of
all the drives in your configuration. You may decrease this volume size to a
lower value. If you specified a lower capacity size volume, the remaining space
could be utilized for creating another RAID volume. Press Enter to proceed to the
next item.

Create Volume: Press Enter to create a volume.

Press ‘Y’ to confirm the creation of volume.
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After this is done, exit the Intel Rapid Storage Technology option ROM user interface by
pressing the Esc key or Option #4.

Begin OS setup by booting from the Windows OS installation CD.

Installation procedures as follows: Use the ‘load driver’ mechanism when prompted. Insert
a USB key with the Intel® RST driver and browse to the directory on the USB key where the
driver that you wish to install is located. Select the driver INF file. If correct the proper
Intel controller for your system will be shown. Continue the driver install.

Finish the Windows installation and install all other necessary drivers.
Install the Intel Rapid Storage Technology software package obtained from the Intel VIP

website. This will add the Intel Rapid Storage Technology UI that can be used to manage the
RAID configuration.

11.1.2 Using the UEFI HII User Interface

3.

4.

Upon re-boot if your system is using the RST UEFI Driver and the HII protocol is in the
system BIOS, you will see the Intel® Rapid Storage Technology option within the BIOS
setup menu.

Select this menu. Choose the ‘Create RAID Volume’. When ‘Create RAID Volume’ menu is
displayed, fill the following items:

a. Name: Enter a volume name, and press Enter to proceed to next menu item,

b. RAID Level: select RAID level (0, 1, 5, 10), and press Enter to proceed to next menu
item;

c. Disks: press space bar to ‘Select Disks’ to select the devices to be used for your
configuration.

d. Within the ‘SELECT DISKS’ window, choose the devices and press Enter to return to
the *"MAIN MENU'.

e. Strip Size: Applicable for RAID levels 0, 5, and 10 only. You may choose the default
size or another supported size in the list and press Enter to proceed to the next
item.

f. Capacity: The default size would be the maximum allowable size summation of all
the drives in your configuration. You may decrease this volume size to a lower value.
If you specified a lower capacity size volume, the remaining space could be utilized
for creating another RAID volume. Press Enter to proceed to the next item.

g. Create Volume: Press Enter to create a volume.

h. Press 'Y’ to confirm the creation of volume.

After this is done, exit the Intel Rapid Storage Technology menu HII user interface by
pressing to save changes and the Esc key.

Begin OS setup by rebooting from the Windows OS installation CD.

Installation procedures as follows: Use the ‘load driver’ mechanism when prompted. Insert
a USB key with the Intel® RST driver and browse to the directory on the USB key where the
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driver that you wish to install is located. Select the driver INF file. If correct the proper
Intel controller for your system will be shown. Continue the driver install.

8. Finish the Windows installation and install all other necessary drivers.

9. Install the Intel Rapid Storage Technology software package obtained from the Intel VIP
website. This will add the Intel Rapid Storage Technology Ul that can be used to manage the
RAID configuration.

11.2 Build a "RAID Ready” System

The following steps outline how to build an Intel "RAID Ready” system with OS installed on a
single SATA hard drive. A "RAID Ready” system can be upgraded to RAID 0, RAID 1, RAIDS or
RAID 10 at a later time using the RAID migration feature built into Intel Rapid Storage
Technology. Intel® RST enables you to install additional SATA hard drives, and then migrate
to a RAID level volume without re-installing the operating system.

1. Assemble the system using a motherboard that supports Intel Rapid Storage Technology
with Intel Rapid Storage Technology OROM integrated into the BIOS and attach one SATA
hard drive.

2. Enter System BIOS Setup; ensure that RAID mode is enabled. This setting may be different
for each motherboard manufacturer. Consult your manufacturer’s user manual if necessary.
When done, exit Setup.

3. Begin Windows Setup by booting from the Windows OS installation CD.

4. Installation procedures as follows: Use the ‘load driver’ mechanism when prompted. Insert
a USB key with the Intel® RST driver and browse to the directory on the USB key where the
driver that you wish to install is located. Select the driver INF file. If correct the proper
Intel controller for your system will be shown. Continue the driver install:

5. Finish the Windows installation and install all other necessary drivers.

6. Install the Intel Rapid Storage Technology software package obtained from the Intel VIP
website. This will add the Intel Rapid Storage Technology UI that can be used to manage the
RAID configuration.

11.3 Migrate to RAID 0 or RAID 1 on an Existing “"RAID
Ready” System

If you have an existing "RAID Ready” system as defined in section 6.2: Build a SATA "RAID Ready"
System, then you can use the following steps to migrate from a single-drive non-RAID configuration
to a two drive RAID 0 or RAID 1 configuration. The resulting configuration will be identical to that
created by the procedure in section 6.1: Build a SATA AIDO, 1, 5 or 10 System. To prepare for this,
you will need to install another drive with a capacity equal to or greater than the capacity of the
drive being used as the source hard drive and also belong to the same BUS PROTOCOL GROUP as
the source drive.
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1. Note the port number of the source hard drive already in the system; you will use this to select
hard drive for preserving data for the migration.

2. Install the second drive on the system.

3. Boot Windows, then install the Intel Rapid Storage Technology software, if not already installed,
using the setup package obtained from a CD-ROM or from the Internet. This will install the
necessary Intel Rapid Storage Technology UI and start menu links.

4. Open the Intel Rapid Storage Technology UI from the Start Menu and select the volume type
under Create from the Actions menu. Click on 'Next’

5. Under the configure options provide the volume name , select disks

6. When the disks are selected, the user will be presented the option to select the disk on which to
preserve the data. Here the user need to select the right disk on the which the data needs to
preserved and migrated

7. After the migration is complete, reboot the system. If you migrated to a RAID 0 volume, use
Disk Management from within Windows in order to partition and format the empty space created
when the two hard drive capacities are combined. You may also use third-party software to
extend any existing partitions within the RAID volume.

11.4 Migrate an Existing Data Hard Drive to a RAID O
or RAID 1 Volume

If you are booting from a parallel ATA (PATA*) drive that contains the operating system, you may
use the Intel Rapid Storage Technology to create a RAID 0 or RAID 1 volume on two SATA drives.
Also, if you have a single SATA hard drive that contains program or personal data, you may use the
migration feature to use this hard drive as the source hard drive for a migration. After the migration
is completed, you will have a two hard drive RAID 0 volume where data is striped or a two hard
drive RAID 1 volume where the data is mirrored across the two SATA hard drives. To do this, the
PCH I/0 RAID Controller must be enabled in the BIOS and you must have the Intel Rapid Storage
Technology software installed.

Begin with a system where you are booting from a PATA hard drive. Make sure the PCH I/O RAID
controller is enabled and the Intel Rapid Storage Technology is installed. Then do the following:

1. Note the serial number of the SATA hard drive that is already installed. You will use this to select
it as the source hard drive when initiating the migration.

2. Physically attach the second SATA hard drive to the available SATA port.

3. Boot to Windows, install the Rapid Storage Technology software, if not already installed, using
the setup package obtained from a CD-ROM or from the Internet. This will install the necessary
Intel Rapid Storage Technology UI and start menu links.

4. Open the Intel Rapid Storage Technology UI from the Start Menu.

5. Follow steps 4 to 7 in section 6.3
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11.5 Migrating From one RAID Level to Another

RAID level migration allows an existing RAID configuration to be migrated to another RAID
configuration. The following migrations are possible.

NOTE: Not all migrations are supported on all chipsets. The support varies depending on the chipset
and the ports supported on the chipset (For supported migrations for each chipset please Intel Rapid
Storage Technology product requirements document):

Change Type from To

2-disk recovery volume 2-disk RAID 1

2-disk RAID 1 2-disk recovery volume
2-disk RAID 1 2-disk RAID 0

3, 4, 5 or 6-disk RAID 0
3, 4, 5 or 6-disk RAID 5

2-disk RAID 0 3,4, 5 or 6-disk RAID 5
3-disk RAID 0 4, 5 or 6-disk RAID 5
4-disk RAID 0 5 or 6-disk RAID 5
4-disk RAID 10 4, 5 or 6-disk RAID 5

Note: In order for the migration options to be accessible, the minimum required SATA hard drives
for the RAID level have to be met.

Please follow the procedure illustrated below
1. Start the Intel Rapid Storage Technology UI application:

Start Menu ->All Programs -> Intel Rapid Storage Technology -> Intel Rapid Storage
Technology UI

2. Under 'Status' or 'Manage’, in the storage system view, click the array or volume to which you
want to modify. The volume properties now display on the left.

3. Click 'Change type'.

4. 1In the 'Change Volume Type' dialog, type a new name if you want to change the default name.
5. Select the new volume type, and then click 'OK'.

6. The 'Manage' page refreshes and reports the new volume type.

7. After the migration starts, you can view the migration progress under status.

8. When the Status field indicates volume as ‘Normal’, the migration is complete.

11.6 Create a RAID Volume on Intel® SATA Controller
While Booting to Different Controller

This configuration is for users who would like to use a RAID 0 volume as a high performance data
hard drive or use the data redundancy properties of RAID 1. Starting with a configuration where the
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system is booting to a Windows, with installation on a different disk controller, the user can add two
SATA hard drives and create a RAID volume on them.

1. Physically install two SATA hard drives to the system.

2. Enter System BIOS Setup; ensure that RAID mode is enabled. This setting may be different for
each motherboard manufacturer. Consult your manufacturer’s user manual if necessary. When
done, exit Setup.

3. Boot to Windows; install the Intel Rapid Storage Technology software, if not already installed,
use the setup package obtained from a CD-ROM or from the Internet. This will install the
necessary Intel Rapid Storage Technology UI and Start menu links.

4. Use the Intel Rapid Storage Technology UI to create a RAID 0 volume on two SATA drives
according to the procedure in section 6.1 of this document.

5. After the RAID volume is created, you will need to use Windows Disk Management or other
third-party software to create a partition within the RAID volume and format the partition. At
this point, you may begin to copy files to, or install software on, the RAID volume.

11.7 Build a RAID 0 or RAID 1 System in an
Automated Factory Environment

This is a two-part process. First, create the master image of the Windows installation; you will load
these on the system before they are delivered to the customer. The second part is to apply this
image to a system that has two SATA hard drives installed with a RAID 0 or RAID 1 volume. This
procedure will apply the image to the RAID volume so that the system may boot from it and the
operating system will be fully striped by the RAID 0 volume or mirrored by the RAID 1 volume. The
same procedure, and master image, could be applied to a single SATA hard drive to create a “RAID
Ready” system.

11.7.1 Part 1: Create the Master Image
1. Build a RAID 0 or RAID 1 System as described in section 6.1 of this document.

2. Install the Intel Rapid Storage Technology software from the CD-ROM included with your
motherboard or after downloading it from the Internet. This will add the Intel Rapid Storage
Technology UI that can be used to manage the RAID configuration in Windows*.

3. Use third-party software to create an image of the RAID volume as if it were a physical hard
drive or create an image of the partition within the RAID volume containing the operating
system, program and data files.

4. Store it in a place where it can be accessed by systems on the assembly line.

11.7.2 Part 2: Apply the Master Image

1. Assemble the system using a motherboard that supports Rapid Storage Technology and attach
two SATA hard drives.
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Enter System BIOS Setup; ensure that RAID mode is enabled. This setting may be different for
each motherboard manufacturer. Consult your manufacturer’s user manual if necessary. When
done, exit Setup.

If the system has CSM on, and can boot to a DOS environment, use the Intel RAID Configuration
utility (RCfgSata.exe). Else if CSM is off, or not present, boot to the UEFI shell and use the
RcfgSata.efi utility to create a RAID volume. The following command line will instruct the utility
to create a RAID 0 volume named "OEMRAIDO” on hard drives on Port 0 and 1 with a strip size
of 128 KB and a size of 120GB (rcfgsata.efi can replace rcfgsata.exe if using the UEFI shell
environment):

/DS’ for device selection will distinguish the different controllers for device selection:
<Controller><Port>

0.0 = SATA device on port #0
1.3 = PCIe AHCI device remapped to port #3
2.6 = PCIe NVMe device remapped to port #6
Create RAID 0 using 1 PCIe AHCI SSD on port 3, and 1 PCIe NVMe SSD on port 6:
C:\>rcfgsata.exe /C:OEMRAIDO /DS:1.3 2.6 /55:128 /L:0 /S:120.

The following command line will display all supported command line parameters and their
usage: C:\>RCfgSata.efi/?

The system does not need to be rebooted before moving on to the next step. If there are no
PATA hard drives in the system, the RAID volume created will become the boot device upon
reboot.

Use third-party software to apply the image created in Part 1 to the RAID volume you created in
Part 2.
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12 RAID Volume Data Verification
and Repair Feature

This feature is available starting with Intel® Matrix Storage Manager 6.1.

12.1 Verify and Repair Volume Feature

The RAID volume verification feature identifies any inconsistencies or bad data on a RAID 0, RAID 1,
RAID 5, or RAID 10 volume and reports the number of inconsistencies or number of blocks with
media errors found during RAID volume data verification.

When the verification process is complete, a dialog will appear that displays the number of
verification errors, verification errors repaired and blocks with media errors that were found.

Follow the below steps to start RAID volume data verification

1. Under ‘Status’ or ‘Manage’ click on the RAID volume you want to perform the verify operation
under ‘storage system view’. The volume properties now display on the left.

2. Click on ‘Advanced’ and then Click on ‘Verify’

3. For RAID 0 the verification process starts once you click ‘verify’. For RAID1, 5, 10, Recovery
volumes, a dialog box with check box option to repair the errors found automatically during the
verification process is present. If the user wants to perform repair you can select this box and
then click ‘verify’.

4. The verification progress is shown under ‘status’
5. When the verification process is complete and the volume status is set to normal, now you can
click on the volume under ‘status’ or ‘manage’. Under the volume properties to the left under

‘Advanced’ you can view the number of verification errors, verification errors repaired and blocks
with media errors that were found.

12.2 Verify and Repair Scheduler

The Verify and Repair feature includes a scheduler for the Verify and Repair (V&R) operation. To
enable the scheduler take the following steps:

Pre-conditions: UI installed, at least 1 RAID volume on the system that is initialized, in normal state,
and a valid RAID type (RRT, RO**, R1, R5, R10) **RAID 0 volumes can only do a Verify; they
cannot be repaired

1. Login to Windows and launch the Intel® RST UI and click on the ‘Preferences’ tab at the top of
the UI

2. From the ‘Preferences’ page, select the ‘Scheduler’ button on the left navigation pane to display
the
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Check mark the ‘Enable scheduler’ checkbox

Select ‘Recurrence’ schedule: Once (default), Daily, Weekly, or Monthly
Select the ‘Start Date’; day for the scheduler to begin/run the V&R operation
Select the ‘Time’ of the scheduled runs on a 24 hour clock

Select the ‘Recur every’ schedule: choices will vary depending upon what is selected for
‘Recurrence’ (this step is not applicable for Recurrence of once)

Select whether or not to Automatically Repair Errors encountered during the Verify operation

Click ‘Apply Changes’ to enable
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13 Intel® Rapid Recover
Technology

This technology utilizes RAID 1 functionality to copy data from a designated Master drive to a
designated Recovery drive with the following limitations:

e The size of the Master drive must be less than or equal to the size of the Recovery
drive.

e The size of the Master drive is limited to less than or equal to (<=) 1.3125TB in
capacity.

When a Recovery volume is created, complete capacity of the Master drive will be used as the
Master volume. Only one Recovery Volume can exist on a system. There are 2 methods of updating
the data on the Master to the Recovery drive. They are:

= Continuous Update Policy

= On Request Update Policy
When using the continuous update policy, changes made to the data on the master drive while the
recovery drive is not available are automatically copied to the recovery drive becomes available.
When using the Update on request policy, the master drive data can be restored to a previous state
by copying the data on the recovery drive back to the master drive.
Some of the advantages of Intel® Rapid Recover Technology are:

*= More control over how data is copied between master and recovery drives

= Fast volume updates (only changes to the master drive since the last update are copied to
the recovery drive)

= Member hard drive data can be viewed in Windows* Explorer

= Better power management on mobile systems by spinning down the Recovery drive when in
On Request Update Policy mode or when the Recovery drive goes offline when in Continuous
Update Policy mode.

Applications: Critical data protection for mobile systems; fast restoration of the master drive to a
previous or default state.

13.1 Creating a Recovery Volume Through the RAID
Option ROM

A Recovery volume consists of two disks — a primary disk and a recovery disk.

A Recovery volume can be created through the RAID Option ROM or through Intel® Rapid Storage
Technology UI application.

Follow the below steps to create a Recovery volume through the OROM
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1. Enter the OROM by pressing the Ctrl and I keys early during system POST.

2. Under the ‘Create RAID’ volume option, select the option to create a Recovery volume.
3. Select the Primary disk and the Recovery disk.

Note: The Primary disk size must be less than or equal to the Recovery disk size.

OROM Recovery menu provides the following options

1. Enable Only Recovery Disk

2. Enable Only Master Disk

13.2 Creating a Recovery Volume Using the Intel®
Rapid Storage Technology UEFI User Interface

Follow the below steps to create a Recovery volume through the UEFI UI

i. Enter the BIOS Setup Menu and select Intel® Rapid Storage Technology
menu.

ii. Select ‘Create RAID Volume'.
iii. Select the RAID Level [Recovery].
iv. Select Name and type in the name of the volume.

v. Highlight each drive and press <space> bar to select either R or M
depending on which disk will be Recovery or Master.

vi. Highlight Synchronization, press <Enter> and select Mode of ‘On Request’ or
‘Continuous’

vii. Highlight ‘Create Volume’ and press <Enter>

viii. Volume created will be displayed on Main Page.

13.3 Creating a Recovery Volume Through the Intel®
RST UI

To create a Recovery volume through the Rapid Storage Technology UI, the system needs to be
configured in RAID mode with 2 drives. Boot the system and open the Rapid Storage Technology UI
application.

Follow the below steps to create a Recovery Volume

1. Under Create select the volume type as ‘Recovery’ and click ‘Next’

2. Under the ‘Configure Volume’ you can change the default volume name if you want, then select
the ‘master’ disk and then the ‘recovery’ disk. Now change the ‘update’ mode if needed to ‘On

Request’. The default selection is ‘continuous’.

3. Once all the above selections are made, click ‘Next’
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13.4

Under ‘Confirm’ review the selected configuration. If you are not ok with the configuration click
‘back’ or click ‘create volume’ if you are fine with the configuration.

Now you will see a dialog box with warning message and read the warning message before
clicking ‘ok’ to make sure you are erasing data on the right disk.

Once you click ‘ok’ the volume creation starts and progress of the volume creation can be
viewed under status. Once the status is set to ‘normal’ the volume creation is completed.

The system will synchronize the Primary with the Recovery disk once after the creation of the
Recovery volume.

Changing Recovery Volume Modes

When you have a recovery volume on your system in ‘continuous mode’ or ‘on request’ mode and
you need to change the mode of the recovery volume, follow the below steps

13.5

1.

2.

Open Intel® Rapid Storage Technology UI.

Under ‘Manage’ or ‘Status’ click on the recovery volume under the storage system view on
right where you need to change the update mode. The volume properties now display on the
left view

Click ‘change mode’ and then click ‘yes’ to confirm.

The page refreshes and the volume properties report the new update mode. NOTE: Disabling
the continuous update policy requires the end-user to request updates manually. Only
changes since the last update process are copied. The recovery volume will remain in On
Request Policy until the end-user enables continuous updates.

Update Recovery Volume in On Request Update
Policy

When the recovery volume is ‘on request’ mode on your system and you need to synchronize the
data between both the master and recovery disk , follow the below instructions

1.

2.

Open Intel® Rapid Storage Technology UI.

Under 'Status' or 'Manage’, in the storage system view, click the recovery volume. The
volume properties now display on the left.

Click ‘Update data’.
A dialog box is shown stating that the only changes since the last update will be copied.
Select the check box if you don’t want this confirmation message to display each time you

request an update. Click ‘Yes’ to confirm.

The progress of update process can be viewed under ‘status’ or ‘manage’.
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13.6 Access Recovery Drive Files

When data recovery to the master disk of a recovery volume is required, you can use ‘access the
recovery disk files’ option. This action is only available if a recovery volume is present, in a normal
state, and in on request update mode. Follow the below instructions to access the recovery drive file
when you have a recovery volume in ‘on request’ mode on your system (If the recovery drive is not
in continuous mode, use the instructions in section 8.3 to change the mode)

1. Open the ‘Intel Rapid Storage Technology UI'.

2. Under 'Status' or 'Manage', in the storage system view, click the recovery volume. The
volume properties now display on the left.

3. Click on 'Access recovery disk files'.
4. Now you can view recovery disk files using Windows Explorer*.

NOTE: The recovery drive can only be accessible in read only mode and data updates are not
available in that state

13.7 Hide Recovery Drive Files

This action is only present when the recovery drive is on request mode and the recovery drive files
are accessible. Follow the below instructions to hide the recovery drive files

1. Open the ‘Intel Rapid Storage Technology UI'.

2. Under 'Status' or 'Manage', in the storage system view, click the recovery volume. The
volume properties now display on the left.

3. Click ‘Hide recovery disk files’.
4. Now the recovery drive files are no longer accessible in Windows Explorer.

5. The page refreshes and data updates on the volume are now available.

13.8 Scenarios of Recovering Data

Scenario 1:
What happens if the Recovery drive that is part of the Intel® Rapid Recover Technology volume fails

or gets stolen?

Solution:
When a Recovery drive that is part of a Intel® Rapid Recover Technology volume fails, follow the
below steps to set up a new disk as the Recovery drive.
1. Shut down the system.
2. Remove the failed Recovery disk and insert a new hard drive. The size of the new drive must
be greater than or equal to the Master drive.
3. Boot to the Master drive and open Intel Rapid Storage Technology UL.
4. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume to be
rebuilt. The volume properties now display on the left.
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5. Click on ‘rebuild to another disk’

6. Now a dialog box is shown requesting you to select one of the non RAID disks to rebuild the
volume.

7. Once the disk selection is complete, click ‘rebuild’

8. Now you can view the progress of the build under ‘status’ or ‘manage’

Scenario 2:
What happens if the Master Drive fails and/or the user would like to do a reverse synchronization to
a new Master Drive?

Solution:
If the Recovery volume was in Continuous update policy when the Master drive crashed, then the
system will continue to function off of the Recovery drive.

If the Recovery volume was in Update on Request policy, then a Master drive failure may result in a
BSOD.

In either case, follow the below steps to create a new Master drive using the Recovery Drive.

1. Shut down the system.

2. Remove the old Master disk and connect a new Hard Disk Drive to be designated as the new
Master disk. Note: The size of the new Master drive should be less than or equal to the
Recovery disk.

3. Power on the system. It will automatically boot from the Recovery drive. After the operating
system is running, select the Intel® Rapid Storage Technology UI from the Start Menu.

4. Under 'Status' or 'Manage', in the storage system view, click the recovery volume to be
rebuilt. The volume properties now display on the left.

5. Click on ‘rebuild to another disk’.

6. Now a dialog box is shown requesting you to select one of the non RAID disks to rebuild the
volume.

7. Once the disk selection is complete, click ‘rebuild’.

8. Now you can view the progress of the build under ‘status’ or ‘manage’.

Scenario 3:
What is the expected behavior if a power failure occurs (and no battery supply available)
in the middle of migration for each of the below?

= Creating a recovery volume (migration)

= Updating a recovery volume (Copy some files from Master drive to Recovery drive)

= Verify and Repair a recovery volume

= Recovering a recovery volume (copy from a Recovery drive to a Master Drive

Solution:

In each case, upon the next reboot, the migration, or Verifying a Recovery Volume, or
Verify and Repair a Recovery Volume or Recovering a Recovery Volume operation would
continue normally starting from where it had been interrupted by the power failure.

In the case where the Recovery volume was getting updated or was being recovered, if it
were a fast synchronization, then if writes had been in progress while the power was lost,
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then it would result in a dirty shutdown. As a result, the fast synchronization would
degenerate to a slow synchronization or a complete update.

Note: If the system is running is on battery, the volume will not synchronize if it is in
continuous update policy. If the volume is in Update on Request policy, then the
synchronization will be successful.

Additional comments: need to call out that an on update volume should first be updated
before the recovery disk is valid.

Scenario 4:
Once a system is configured with Intel Raid Recover Technology, a user would like to
revert the Master Drive Data to a Previous State.

Solution:
If the recovery volume is set to the on request update policy, you can revert master drive data to
the state it was in at the end of the last volume update process. This is especially useful when a
virus is detected on the master drive or guests use your system.
1. Restart the system. During the system startup, press Ctrl-I to enter the user interface of the
Intel® Rapid Storage Technology option ROM.
2. In the 'MAIN MENU' select 'Recovery Volume Options'.
3. In the 'Recovery Volume Options' menu, select 'Enable Only Recovery Disk' to boot from the
recovery drive.
4. Exit the option ROM and start up Windows*.
5. After the operating system is running, select the Intel® Rapid Storage Technology UI from
the Start Menu.
6. Under 'Status' or 'Manage', in the storage system view, click the recovery volume to be
recovered. The volume properties now display on the left.
Click on ‘recover data’ and then click ‘ok’ on the dialog box.
Now you can view the progress of the recovery under ‘status’ or ‘manage’.
Once the recovery of the volume is completed, you can reboot to the master drive.

© N

13.9 System Running from Recovery Drive

The “System Running from Recovery Drive " is an existing feature in the current UI but is
documented here for the sole purpose of providing Validation and Localization with the flow of
expected behavior for test pass preparation.

13.10 Drive Offline or Missing

System 2 hard drives: recovery drive connected, master drive offline or missing
Configuration

Product Recovery volume created with recovery drive normal and master drive

Condition offline or missing

e Access Ul OROM - Note that the master drive is designated as an offline disk or master drive
missing

e Select option 4 Recovery Volume Options
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Figure 10

Intel<R>» Matrix Storage Manager option ROM vB.A.8.8888 ICH?R wRAIDS
Copyright<C>» 28803-87 Intel Corporation. All Rights Reserved.
[ 1

1. Create BRAID Uolume 3. Reset Dizks to Non—RAID

2. Delete RAID UVolume 4. Recovery Uolume Options
L. Exit

L
RAID Uolumes:
ID Mame Level Strip Size Etatus Bootahle
a IRRT Recovery{OnReqg> MR L7.3GB Yes

Physical Disks:
Port Drive Model Serial # Size TypesStatus{Uol ID>
Maxtor 6YHA6HAMA Y2ZNGJ4FE 57.3GB
Maxtor 6YABAMA Y2ZR1Z18E 76 .3GB
Maxtor 6Y¥YZ2BA6MA Y6AMQ3RE 189 .9GB
Maxtor 6YABAMA SHaBEA 76._3GB
Maxtor 6Y2HA6MA SHAaBA1 1899GB
Maxtor GYHABBMA SHABR2 76.3GB

[tl]1-Select [ESC1-Exit [ENTER1-5elect Menu

Then Select Option 2 Enable Only Recovery Disk.
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14 Pre-0OS Installation of the
Intel® Rapid Storage
Technology Driver

The Intel® Rapid Storage Technology driver can be loaded before installing the Windows OS on a
RAID volume or when in AHCI mode. All later Windows OS releases do not require that the Intel®
RST driver be installed and loaded prior to the OS installation. On those OS versions the Intel® RST
driver can be loaded post OS installation. The Intel® Rapid Storage Technology AHCI driver can be
installed over Window’s native AHCI driver.

14.1 Pre-0OS Driver Installation Using the “Load
Driver” Method

1. During the Operating system installation, after selecting the location to install Windows click on
‘Load Driver’ button to install the Intel® RST storage AHCI/RAID driver.

2. When prompted, insert the media with the Intel® RST driver files and press Enter.
3. You can find the media and browse to the folder where the files are located.
4. Follow the steps to load the driver and return the installation.

5. Continue the installation.
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15 Determining the Version of the
RAID Driver

There are two accurate ways to do this. The first is to use the Intel Rapid Storage Technology UI.
The second alternate method is to locate the driver (iaStorA.sys) itself and view its properties.

15.1 Using Intel® Rapid Storage Technology User
Interface (UI)

Use this method if the Intel® RST Ul is installed on the system; if not use the alternate method.
1. Run the Intel Rapid Storage Technology UI from the following Start Menu path:
2. Start>All Programs—>Intel® Rapid Storage Technology >Intel Rapid Storage Technology UI

3. Click on the top menu button *help’ to launch the ‘*Help’ window. In the *help’ window click the
top menu button ‘System Report™

4. 1If not already expanded, click on ‘Intel® Rapid Storage Technology’ link to expand the item.
Under it you can view the driver version in the following format: WW.XX.YY.ZZZZ

5. This is the current version of the user interface utility installed on your system. The WW.XX.YY
portion is the product release number; the ZZZZ portion is the build humber. E.g. 10.5.1.1001.

15.2 Using Intel® RST File Properties (Alternate)

1. Locate the file “iaStorA.sys” within the following path:
<System Root>\Windows\System32\Drivers
2. Right Click on “iaStorA.sys” and select Properties
3. Select the “Details” tab (for Windows 7; may vary for other OS versions)
4. At the top of this tab, there should be a parameter called “File version”. Next to it is the version

of the driver currently installed on your system. It should have the same format and version as
the one you obtained using the Intel Rapid Storage Technology Ul

15.3 Determining the Version of the Option ROM

There are two ways to determine the version of the Intel Rapid Storage Technology option ROM
integrated into the system BIOS. Use the following procedure to determine the version.

15.3.1 Using the Intel® Rapid Storage Technology UI

1. Follow the procedure illustrated in section 11.1
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2. Look for the parameter RAID Option ROM version.

15.3.2 Using the Intel® RST Option ROM User Interface

1. Early in system boot-up, during post, or when you see the “Intel® RAID for Serial ATA” status
screen output, type CTRL-I. This will open the Option ROM user interface.

2. The following banner will be displayed:
3. Intel® Rapid Storage Technology option ROM w.X.y.zzzz Intel® SATA Controller
4. w.X.y.zzzz is the version of the Option ROM currently installed on your system. The w.x.y

portion is the product release number; the zzzz portion is the build number.

15.3.3 Using the EFI Shell

If the UEFI Driver is enabled the following command can be issued from the EFI shell:
Shell: >Drivers

The Intel®RST UEFI driver will be shown along with version, where xx.x.x.xxxx will be replaced with
the actual UEFI OROM Version i.e.:

“CD 0000000B B - - 1 2 Intel® RST xx.x.X.xxxx SATA Driver”
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16 Un-installation

Uninstalling the RAID driver could potentially cause an end-user to lose access to important data
within a RAID volume. This is because the driver can only provide functionality for the Intel® SATA
RAID controller. Therefore, Intel does not provide a way to permanently remove the driver from the
system. However, disabling the Intel® SATA RAID Controller causes the operating system to not use
the RAID driver.

The uninstallation application that is included with the Intel Rapid Storage Technology software can
remove all components except the RAID driver (i.e. it removes the UI application, Start Menu links,
Control Panel Applet, etc.).

Use the following procedures to remove the Intel Rapid Storage Technology software or to disable
the SATA RAID controller:

16.1 Uninstalling the Intel® RST Software (except the
RAID Driver)

1. Run the Uninstall program from the following start menu link:
2. Start>All Programs—>Intel® Rapid Storage Technology > Uninstall

3. The first dialog box that appears gives you the option of un-installing all components of the Intel
Rapid Storage Technology software except the RAID driver. Click *OK’ to do so.

4. The next dialog box is a confirmation that you would like to un-install all components of the
software except the RAID driver. Click ‘Yes’ to confirm.

5. All components of the software will be un-installed except the RAID driver. You should no longer
see any Start menu links to the UI application or a control panel applet for Intel Rapid Storage
Technology. However, the RAID configuration should still function normally.

16.2 Disabling the RAID Driver by Disabling the RAID
Controller

WARNING: If you use this method and your computer’s operating system is installed to a
disk attached to the Intel® SATA RAID Controller, you will no longer be able to boot into
that operating system!

1. Enter System BIOS Setup and disable RAID Mode. This setting may be different for each
motherboard manufacturer. Consult your manufacturer’s user manual if necessary. When done,
exit Setup.

2. Reboot the system (The OS must have been installed on a disk not attached to the Intel® SATA
RAID controller). You should no longer see the RAID Option ROM status screen during boot, and
you should no longer see the Intel® SATA RAID Controller in Device Manager.

3. At this point, Windows will no longer be using the RAID driver and you will not have Intel RAID

functionality. All data contained in existing RAID volumes will no longer be accessible.
To re-enable Intel RAID functionality, re-enter System BIOS Setup and re-enable RAID mode.
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Uninstall Note: End-users can use this same procedure to disable the Intel® SATA RAID Controller
if necessary. In fact, the uninstall program used in section 12.1 of this document will display a text
file with a similar procedure. Run the Uninstall Program, click ‘Cancel’ when presented with the first
dialog box, then click ‘Yes’ at the second dialog box to read the text document containing the
procedure.
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17 Registry Customizations

Note: Windows registry changes require reboot to take effect.

After installation of the Intel Rapid Storage Technology, the registry will contain keys to allow
customization of several features. Customize Support URLs in Rapid Storage Technology UI

The Rapid Storage Technology UI [Help] Menu, Submenu [Online Support] when selected will
display a pop-up window with the support URLs as shown in the figure below:

Contents Index Search

| @Intel@ Rapid 5torage Technology Help E@ 1
AERE]L >

System Report I Online Support

L)
Online Support

If you need help, service, technical assistance, or just want more information about Intel's products, you will find a wide variety of sources available to assist you at
www.intel.com

Far specific information about Intel® Rapid Storage Technology, please visit one of the following support pages:

Product information and support

Compatibility information
Intel’'s download center

See also:

Troubleshooting

Product information and support : (http://www.intel.com/p/en_US/support/highlights/chpsts/imsm)

Compatibility information : (http://www.intel.com/support/chipsets/imsm/sb/CS-020680.htm)

Intel’s download center :
(http://downloadcenter.intel.com/SearchResult.aspx?lang=eng&ProductFamily=Chipsets&ProductLin
e=Chipset+Software&ProductProduct=Intel%c